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In this paper, we report our work on creating computational tools to aid discovery from databases of free text.  We discuss how our approach is founded in abductive reasoning as proposed by C. S. Peirce in the late 19th Century.  Our focus is on helping researchers find interesting new connections in the literature.  We use wordspace models to identify new terms related to terms of interest.  We use proximity in wordspace to limit the search, but we also identify terms that are not already directly connected to terms of interest but whose indirect connections are sufficient to consider as potential discoveries.  Evaluation of potential discoveries is performed by examining predications involving the terms and by attempting to identify potential middle terms mediating indirect relationships.   We employ random vector models to permit us to handle very large databases, and we display connections among terms retrieved using Pathfinder networks.  The combination of tools is realized in a software suite called EpiphaNet.  In addition to a report on our efforts to create wordspace models, we also present the results from: (a) experiments analyzing text from an earlier time period to predict future co-occurrence, (b) employing predications to refine the search, and (c) an experienced researcher using the EpiphaNet tools to expand his expertise.

It is a great honor to participate in this symposium honoring the scientific work of Bill Chase.  Author Roger Schvaneveldt was fortunate to work with Bill as a fellow graduate student at Wisconsin in the 60’s, a time of great ferment in cognitive psychology.   Roger learned many things from Bill – among them were rigor, not to beg the question (in the proper sense of the expression), to enjoy doing research, and the fruits of collaboration (Schvaneveldt & Chase, 1969).  Much of Roger’s work was also inspired by Bill’s later work in expertise (Chase & Simon, 1973), and while the material we present for this symposium is not directly on expertise, it is inspired by the recognition that expertise involves acquiring extensive knowledge.  The work is also intimately concerned with search, a theme central to much of Bill’s work.  Search is an essential aspect of discovery.  One goal of our work is to provide some tools to aid the development of expertise by identifying new connections among ideas.  Such new connections are central to building chunks, another of Bill’s key ideas about expertise.   Some of the new connections we identify may just be new for a particular investigator, but we are also interested in assisting in the discovery of new connections that have not been made in a scientific community.  In short, we are tackling one aspect of scientific discovery.

There are many strands of investigation in the study of scientific discovery.  Carnegie-Mellon University has been the source of many contributions to this area of research.  The seminal work developing a means-ends analysis of problem solving by Newell and Simon and colleagues on the General Problem Solver (Newell, Shaw, & Simon, 1958; Newell & Simon, 1972) provided early impetus to the newly developing fields of cognitive psychology and artificial intelligence.  This pioneering work led to subsequent efforts directed specifically at scientific discovery (Langley, Simon, Bradshaw, & Zytkow, 1987; Shrager & Langley, 1990).  The Bacon program for discovering scientific laws from scientific data was among the important accomplishments of that work.  Pat Langley has continued work on scientific discovery with numerous colleagues.   The major goal of much of this work is to develop computational models capable of making scientific discoveries without direct human intervention, aside from the design and implementation of the software of course.  Our goal is, in some ways, more modest.  We aim to develop computational tools to aid human experts expand their expertise, or perhaps, to make some new discoveries.

We have been pursuing an approach to scientific discovery stemming from abductive reasoning as proposed by C. S. Peirce in the late 19th Century (see Peirce, 1940 for a summary).  Peirce held that a complete logical analysis of scientific reasoning should include an analysis of the discovery of hypotheses in addition to the logic involved in testing, confirming, revising, and rejecting hypotheses.  The introduction of new hypotheses involves abductive reasoning in contrast to the deductive and inductive reasoning apparent in other aspects of hypothesis testing.  Abductive reasoning goes from observations to hypothesis.  Despite Sherlock Holmes’ claim to using deduction, he was actually using abductive reasoning in his detective work, and he recognized an essential quality:

 “I have no data yet.  It is a capital mistake to theorize before one has data.  Insensibly one begins to twist facts to suit theories, instead of theories to suit facts.”
                       Sir Arthur Conan Doyle, The Adventures of Sherlock Holmes

Harman (1965) provides persuasive arguments for abductive reasoning (reasoning to the best explanation) as a better account of the development of scientific theory than is inductive inference which is often given that role in logical accounts of scientific practice.  For a compelling example, Hanson (1958) traces the abductive reasoning at work in the 30-year effort by Kepler to arrive at his laws of planetary motion.  Peirce proposed that abductive reasoning operated according to logic just as deductive and inductive reasoning do.  Simon (1973) agrees with Peirce, Harman, and Hanson that there is a logic to discovery.  He points out that we call a process “logical” when it satisfies norms we have established for it.  The study of the logic of discovery involves identifying such norms.  In a previous paper, we examined abductive reasoning in some detail, drawing out some of the many factors that influence the proposing of new hypotheses (Schvaneveldt & Cohen, 2010).  As we studied the various factors, it seemed useful to distinguish between influences on the generation of hypotheses as opposed to influences on the evaluation of hypotheses.  Although the generation and evaluation of hypotheses appear to be closely intertwined in practice, some factors seem to be more involved in generation and others more in evaluation.  Generating new ideas is an essential step in abductive inference.  Some of our computational tools are more focused on the generation of potential hypotheses while other tools are designed to evaluate the generated hypotheses in the interest of focusing on the most promising candidates first.  In either case, we conceive of our effort as providing tools to assist experts who are the final arbiters of the value of the candidates identified by our EpiphaNet software.

Generation often involves identifying new connections among ideas.  Koestler (1990) argued that creativity usually entails bringing previously unconnected ideas together, and he proposed the term, bisociation to refer to this joining of ideas.  We can see the operation of bisociation in the formation of analogies (Gentner, 1983; Gentner, Holyoak, & Kokinov, 2001).  Falkenhainer (1990) argued that similarity was at the heart of all scientific discovery whether it be seen as deduction, abduction, or analogy because proposing explanations of phenomena are driven by their similarity to understood phenomena.  Perhaps such processes can be usefully seen as extensions of the basic operation of association at work in the basic learning processes long studied in psychological laboratories.  However, there more than regular co-occurrence is involved in discovery.   Similar patterns of occurrence can signal interesting relationships regardless of co-occurrence.  So while connecting ideas is an important step in discovery, there still remains the question of just which ideas to connect.  Random connections seem too remote to be useful,
  so some constraints to guide the search for plausible ideas are necessary.  In the generation of possibilities, some basis for connecting ideas could improve the likelihood of finding a fruitful line of investigation.  Of course, strong or direct connections are found among already known relationships so weaker or indirect connections are where new discoveries are to be found.  Our approach has been to employ measures of similarity that go beyond direct association which can be used to identify potential hypotheses.  In this paper, we summarize some of our work on this problem in the context of literature-based discovery, finding new connections among ideas expressed in different literatures.  

The overall objective of our project is to develop scalable computational tools to assist discovery from text corpora.  Our approach involves developing abductive reasoning theory for analyzing the process of discovery (Schvaneveldt & Cohen, 2010) and developing models of high-dimensional distributional semantics (see Widdows, 2004, for an overview) for measuring semantic similarity in text.  We broaden the notion of semantic similarity to include various kinds of semantic relationships, all contributing to the semantic similarity among terms found in text.  Our approach also employs Pathfinder networks (McDonald, Plate, & Schvaneveldt, 1990; Schvaneveldt, 1990; Schvaneveldt, Durso, & Dearholt, 1989) to aid visualization of relationships and to reveal significant connections among terms.  The Pathfinder algorithm identifies links between terms by retaining those links on minimum distance paths between terms where distances are derived from representations of terms in high-dimensional space such that semantically related terms are closer together than less related terms. 

A puzzle might help illustrate the role of connections in providing explanations.  How might the following events be explained?

A man walks into a bar and asks the bartender for a glass of water.  The bartender pulls a shotgun from under the bar and points it at the man.  The man says, “thank you,” and leaves.

Frank Durso and his colleagues (Dayton, Durso, & Shepard, 1990; Durso, Rea, & Dayton, 1994) presented this puzzle to people and asked them to rate the relatedness among a collection of concepts during the period of time they were working on the problem.  They showed that people who provided the key answer to the puzzle (solvers) tended to emphasize certain key relations more than those who could not see the key answer (non-solvers).   Figure 1 shows Pathfinder networks (PFNets) that link strongly related concepts in the ratings for solvers and non-solvers.  People are often able to identify the key answer after seeing the solver connections.  Interestingly, the studies showed that the solvers often began to notice the critical connections before coming up with the key answer
.  This example illustrates the value of making critical connections in the discovery process.  In this case, the connections of “remedy” to “shotgun” through “surprise” and the connection of “remedy” to “glass of water” is the key to seeing the connection of “shotgun” and “glass of water,” both provide remedies.
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Figure 1. PFNets from Ratings of Relatedness for Concepts Related to the Puzzle

Our approach to discovering interesting new connections from textual sources grows out of work on high-dimensional wordspace models.  In such models, vectors represent various texts ranging from words to whole documents, and similarity or relatedness between text units can be assessed by computing relations between vectors such as the distances between the points represented by the vectors or the cosine of the angle between vectors.

The use of geometric models of meaning is familiar in cognitive science.  The semantic differential scale of connotative meaning proposed by Osgood, Suci, & Tannenbaum (1957) is an early example of a model that provides measures of concepts on a variety of different dimensions.  Multidimensional Scaling (Kruskal, 1964a,b; Shepard, 1962a,b) has provided spatial models of proximity data in a wide variety of situations.  Gärdenfors (2000) argues that human judgments of similarity relations call for a spatial mode of representation that can provide the basis of the ability to see such similarity.  Widdows (2004) provides a very readable overview of the use of geometry to model meaning, and Van Rijsbergen (2004) provides a rigorous account of the way geometry figures into information retrieval.

Wordspace Models

Several variations on wordspace models have been developed following the work of Salton and his colleagues in which they proposed representing each document in a database with a vector containing weighted occurrences of each term in the database (Salton, 1989; Salton & McGill, 1983).  The original model placed documents in a space with dimensionality equal to the number of terms in the database.   Similarity of documents is represented by the proximity of documents in the space, and proximity is determined by the degree of correspondence of terms in documents.  More recently several other variations have been developed including Hyperspace Analog to Language (HAL),
 Latent Semantic Analysis (LSA),
 and Random Indexing (RI)
.  Evaluations of these models tend to focus on the extent to which the associations derived between terms are consistent with human judgment, although their utility for information retrieval has also been investigated.  While distributional models all derive quantitative estimates of the semantic relatedness of terms from contextual co-occurrence, the models differ in the way in which a context is defined.

HAL vectors come from a matrix of co-occurrences of the unique terms in a text database where co-occurrence corresponds to terms appearing together in a sliding window of k terms moved through the text.  The data can reflect both distances between the terms in the text as well as the order of the terms in the text when a distinction is made between terms occurring before and after a particular term.  In any case, each term is then represented by the vector of its co-occurrences across all of the terms in the text.  The dimensionality of the space is the number of terms in the database.  Optionally, the dimensionality can be reduced using the method employed by LSA.  An important characteristic of this method is the compilation of the frequencies of co-occurrence of terms in the database.  The matrix constructed is a term by term matrix.  Vectors for terms come from the rows (or columns) of this matrix.  Similarity of terms can be determined by taking the cosine of the angle between the two vectors corresponding to the terms.  Because the cosine is basically a correlation of the vectors, it reflects both the degree to which terms co-occur and the similarity of their patterns of occurrence with other terms in the database.  As we develop in more detail later, we would like to distinguish between direct similarity (stemming from co-occurrence of terms) and indirect similarity (stemming from the correlation due to patterns of co-occurrence across other terms in the database).   Indirect similarity is referred to as indirect inference in the LSA literature, and is considered to make an important contribution to the model's human-like performance.

LSA vectors are derived from applying singular value decomposition (SVD) to a term by document matrix containing the frequency of occurrence of each term in the database in each document in the database.  Documents are often full documents such as scientific articles or other units such as abstracts or titles or even phrases, sentences, paragraphs, or chapters.  The matrix is usually modified to dampen the effects of term frequency and to give greater weight to terms that occur more selectively in documents.  In any case, performing SVD on the matrix allows one to identify the factors that account for the most variance in the documents analogous to the method of factor analysis.  The goal is to retain a subset of the factors which reflect the essential semantic relations.  Typically between 100 and 300 dimensions are retained.  Subsequently, each term and each document in the database is represented by a vector of this reduced dimensionality, a rather remarkable reduction.  Focusing on terms, the original term by document matrix yields vectors for terms of dimensionality corresponding to the number of documents where each vector represents the frequency of occurrence of each term across all the documents.  With such vectors, the similarity between terms would simply reflect the degree to which terms co-occur in documents.  The cosine for terms that never occur in the same document is zero because the representation for documents makes them orthogonal.  However, the dimension reduction accomplished by LSA not only results in a more compact representation, but it also reveals the semantic similarity of terms that do not occur together, but are nonetheless related.  Synonyms are one example of such terms.  Synonyms tend not to occur together, but they do tend to co-occur with similar other terms.  LSA systems recognize such similarity which is important to our project.

Originally, random indexing (RI) derived its vectors by assigning sparse randomly constructed vectors to documents in a database.  The vectors are of fixed length (typically 1,000 to 4,000 elements long consisting mostly of 0’s with nonzero values in a small number (usually about 20) of randomly chosen elements, usually consisting of an equal number of 1’s and -1’s (Kanerva, et al, 2000).  In any case, the random vectors are nearly orthogonal because the occurrence of nonzero elements in the same position in two vectors is rare.  In fact, most pairs of such vectors are orthogonal (cosine is zero).  The nonzero cosines that occur by chance induce a small degree of random similarity between the documents associated with such vectors.  Vectors for the terms in the documents are constructed by adding together all the document vectors for each time a term occurs in a document.  Importantly, this procedure for creating a wordspace can be done incrementally.  A new document can be incorporated by simply updating all the terms in the new document.  Constructed in this way, the cosine similarity of term vectors primarily reflects the co-occurrence of terms in documents.  Two terms will have higher cosines to the extent that they tend to occur in the same documents.  Nevertheless, RI models constructed in this way do capture some of the semantics of terms.  Kanerva, et al. (2000) reported comparable performance of RI and LSA on the TOEFL test where the models must select an appropriate synonym from a set of alternatives.  The RI method performs well across a range of vector lengths.  Kanerva, et al. (2000) showed that performance on the TOEFL test increased as vector length increased from 1,000 to 10,000, but the increase was small with vector lengths greater than 4,000.  Obviously sparsity also increases with vector length.  The random vectors have non zero values in 20/length entries (for vectors with 20 non-zero elements); 2% for vectors of length 1,000.  Table 1 shows the results of a Monte-Carlo simulation of the cosine similarity of collections of random vectors.  In the simulation, 1,000 random vectors of each length were generated and the cosine similarities for all pairs of vectors were computed.  The mean cosines are all very close to zero.  The table shows the probability of obtaining a cosine not equal to zero, the standard deviation of the cosines, the minimum cosine observed and the maximum cosine observed.  Clearly, the vectors show an increasing degree of orthogonality as the vector length increases so with shorter vectors more incidental (random) similarity of the vectors is introduced.  In our applications, we use thresholds for cosine values to avoid including relations introduced by noise.  In one study, we found that higher thresholds were required for the shorter vectors to eliminate noise which is what would be expected from the greater degree of random overlap with shorter vectors.

Table 1. Monte-Carlo Simulation of Random Vector Similarity

	vector length
	p(cos≠0)
	stddev cos
	min cos
	max cos

	500
	0.490
	0.045
	-0.250
	0.250

	1000
	0.309
	0.032
	-0.200
	0.200

	2000
	0.175
	0.022
	-0.200
	0.200

	4000
	0.094
	0.016
	-0.150
	0.150


Cohen, Schvaneveldt, and Widdows (2010) proposed a variation on RI to improve its ability to find meaningful indirect connections.  Reflective Random Indexing (RRI) begins in the same way as RI, but an additional iteration of vector creation is introduced.  Specifically, new document vectors are created for all the documents as described previously, then new term vectors are created by adding together the new document vectors each time a term occurs in the documents.  These new term vectors reflect both direct and indirect similarity as we document in subsequent sections.

This cyclic process of creating document and term vectors, if carried on, converges to a single vector
, and all terms will have identical vectors.  Our tests have shown that one or two iterations is sufficient to capture indirect similarity.  Going beyond that yields poorer performance because of the convergence of the vectors.  Interestingly, computing only an iteration or two appears to be sufficient to accomplish the objective of creating the indirect similarity lacking from RI.  The iteration can be performed starting with random vectors for terms as opposed to documents.  Thus, we can distinguish between DRRI (which starts with random vectors for documents) and TRRI (which starts with random vectors for terms).   Figure 2 shows the steps involved in creating wordspaces using random vectors. 
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Figure 2. Schematic of the Steps in Creating Random Vector Wordspaces

There are several advantages to the random vector approach.  The use of sparse vectors can improve both the time and space requirements of algorithms for creating and updating wordspace models.  As we discuss later, we have been able to build wordspace models for all of the abstracts in the MEDLINE database of abstracts (over 9 million documents and about 4 million unique terms).  We do not have the computational resources to accomplish the SVD required of LSA for a database of this size.  Models based on random indexing can also be created and updated incrementally because adding a new document to the model simply involves updating the existing vectors.  Vectors for documents or, more generally, combinations of words, can be created at any time by just adding together all the term vectors for terms in the documents with provision for weighting the terms and normalizing the vectors.

Nearest Neighbors in Wordspaces

We find that displaying the nearest neighbors of terms in the form of a network aids in seeing what terms are present as well as identifying some of the strongest relations among the terms.  Pathfinder networks (PFnets, Schvaneveldt, 1990; Schvaneveldt, Durso, & Dearholt, 1989) produce a pruned set of connections by preserving shortest paths between nodes
.  We present a number of such networks to illustrate the kind of neighbors retrieved by different wordspace models.  The networks are created by identifying the 20 nearest neighbors to a key term by finding the terms with the greatest cosine similarities to the key term in the wordspace.  Of course, a term is always a nearest neighbor to itself by this method.  Once the nearest neighbors are retrieved, a half matrix of cosine similarities is computed representing all the pairs of terms in the set of neighbors.  Pathfinder is then used to identify the paths of greatest similarity between terms, and the links on these paths are preserved.  The network is displayed using a force-directed layout algorithm (see e.g., Kamada & Kawai, 1989).  

To focus on indirect relations, we can optionally screen out any nearest neighbors that co-occur with a particular term, so we create a set of indirect neighbors when we find the nearest neighbors of a term and screen out neighbors that co-occur with the term.  Then we can compute a Pathfinder network (PFnet) in the same way
.  Figure 3 shows the nearest neighbors of Watergate in the Touchstone Applied Sciences (TASA) Corpus for two wordspace models, LSA and RI.  The General Text Parser (Giles, Wo, & Berry, 2001) was used to create the LSA wordspace, and the Semantic Vectors package (Widdows & Ferraro, 2008) was use to create the RI wordspace. 

[image: image3.emf]watergate

nixon

presidents

presidency

haldeman

president

agnew

impeachment

spiro

vice

ervin

kennedy

burglary

resignation

milhous

resign

eisenhower

liddy

lyndon

detractors

LSA

 [image: image4.emf]watergate

burglary

nixon

unindicted

impeachment

scandals

erlichman

rifling

mccord

resign

haldeman

ervin

eavesdropping

conspirator

detractors

judiciary

cia

milhous

combative

defying

RI


Figure 3. PFnets for Nearest Neighbors of Watergate in LSA and RI Wordspaces
  The LSA model consists of 150 dimensions, and the RI model used 500 dimensions with 20 nonzero elements in the document random vectors.  Both models produce sets of terms that are clearly related to Watergate with some overlap of terms but several distinct terms as well.  Essentially both models produce a reasonable set of nearest neighbors.

 Figure 4 shows Pathfinder networks for the indirect neighbors of Watergate in both LSA and RI wordspaces.  The solid links indicate terms that co-occur (direct links), and the dashed links indicate terms that do not co-occur in any document (indirect links).  Because the terms are all indirect neighbors of Watergate, links to Watergate will all be indirect.   LSA reflects both direct and indirect similarity among terms so it produces indirect neighbors that are semantically related to Watergate.  However, the same cannot be said for the nearest indirect neighbors obtained in the RI wordspace.  With effort one can find some meaningful connections, but, in general, the terms in the RI indirect network are not particularly related to Watergate.  Here we clearly see the consequences of the near orthogonality of the random vectors used to establish the RI wordspace; the vectors for a pair of terms that do not co-occur have a high probability of being near-orthogonal.  The similarity of term vectors in that wordspace only reflects the co-occurrence of terms in the documents plus some incidental similarity produced by random overlap in the random vectors created for documents.  Sometimes this random overlap leads to groups of related terms occurring as neighbors of the source term as with Swaziland and Lestho, both landlocked countries in Southern Africa and with Nerva, Domitian, Comitia, Curiata, Centuriata, and imperium, all referring to political entities in ancient Rome.  These groups of interrelated terms are presumably only related to Watergate by virtue of incidental overlap in random vectors; these related terms probably co-occur in a particular document that by chance has a similar elemental vector to a document containing Watergate.  As indirect neighbors, we know that none of the terms occurred with Watergate in any document.  Such similarity would not be expected to be present in another RI model created with new random vectors.
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Figure 4.  PFnets for Nearest Indirect Neighbors of Watergate in LSA and RI Wordspaces
Figure 5 illustrates the nearest neighbors and the nearest indirect neighbors of Watergate in the TRRI wordspace created by starting with random term vectors, creating document vectors by adding the random term vectors in the documents, and then creating new term vectors by adding document vectors for each time a term occurs in a document.  

All of the terms seem somewhat related to Watergate.  The nearest indirect neighbors in the TRRI wordspace are reasonably related to Watergate just as they are in the LSA wordspace.  However, the indirect neighbors in LSA and TRRI wordspaces show only minor overlap (appointees and impounded).  An inspection of the non-overlapping terms reveals a few in each set that have a close relation to the Watergate affair (attempted, resigns, and tempore for LSA; impeach, inaugurated, and withdrew for TRRI).  Other terms are related to Watergate in a more general way.
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Figure 5.  PFnets for Nearest Neighbors and Nearest Indirect Neighbors 
of Watergate in the TRRI Wordspace
Figure 6 shows a comparison of the nearest neighbors of Watergate in each of the three wordspaces (LSA, RI, and TRRI).  The intersection of all three sets contains terms centrally involved in the Watergate affair.  Others are clearly connected to Watergate (Liddy, resignation, scandal, senate, McCord, rifling, Erlichman, scandals, to list a few), but some are related more generally to Nixon or government.
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Figure 6.  Overlap in the Nearest Neighbors of Watergate 
in the LSA, RI, and TRRI Wordspaces

Literature-Based Discovery

Don Swanson (1986, 1987) spawned a line of research known as literature-based discovery with his proposal that fish oil is a potential treatment for Raynaud’s syndrome, intermittent blood flow in the extremities.  This discovery came about as a result of linking two distinct literatures through the realization that blood flow can be affected by blood viscosity which means that factors that reduce blood viscosity may offer a treatment for Raynaud’s syndrome.  Searching for such factors leads to fish oil, among other possibilities.  Swanson developed these ideas into a method for discovery that has become known as “Swanson linking.”  Swanson (1991) subsequently used the method to find other interesting connections, including linking migraine and magnesium.

Other researchers (Bruza, et al., 2006; Cohen, Schvaneveldt, & Widdows, 2010; Gordon & Dumais, 1998) have attempted to reproduce Swanson’s discovery using automated systems with varying degrees of success.  Bruza, et al., using a HAL model, were able to find a wordspace that produced fish and oil in the top 10 ranked results by weighting the dimensions of the vector for Raynaud that correspond to a manually created set of intermediate terms (such as viscosity).  However, this result was only found for particular metrics and weighting and not for others, limiting the generality of the finding.  Cohen, et al. (2010) also met with mixed success in attempting to reproduce Swanson’s discoveries.  Using a small corpus of titles of MEDLINE articles from 1980 to 1985 (the period Swanson used in his original work), two wordspaces including TRRI consistently produce reasonably good rankings for the Raynaud’s and migraine discoveries. A term-term wordspace consistently produced a ranking in the top 5 for eicosapentaenoic (the acid that is the active ingredient in fish oil) amongst the nearest indirect neighbors of Raynaud in over 100 simulations with changing random vectors.  By looking for indirect (non-co-occurring) neighbors, it is not necessary to explicitly identify a linking term.  This is appealing for both theoretical and practical reasons, because exhaustive search through the space of potential middle terms for new hypotheses is not feasible given the constraints on both human cognition and the computational resources available to many researchers.  This result confirms the potential value of exploring indirect similarities with a term of interest.  Once a new term of interest is found, it can be conjoined with the original term to find linking terms.  The PFnet in Figure 7 illustrates this effect.  As noted by Swanson and Smalheiser (1997), dietary eicosapentaenoic acid can decrease blood viscosity, and abnormally high blood viscosity has been reported in patients with Raynaud's disease.   Not only does the linking term viscosity occur as a nearest neighbor, it also is appropriately linked to the two search terms. 
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Figure 7.  PFNET for the 5 Nearest Neighbors of Raynaud + eicosapentaenoic (acid)

EpiphaNet

Our research has led Trevor Cohen to develop a software suite, EpiphaNet.
  The software embodies our developing thinking about abductive reasoning, and it allows some testing of the ideas in real research endeavors.  As mentioned earlier, we recognize that abductive reasoning involves both generation of potential new ideas as well as evaluation of the new ideas to determine their value for further consideration.  The tools in EpiphaNet are designed to aid abductive discovery by a researcher in both the generation of potentially interesting new connections among ideas and in the evaluation of the new connections to learn more about them.  

Generation of ideas is aided by displaying PFnets of neighbors to a term (or terms) of interest.  Indirect neighbors can be generated if the interest is in examining possible connections that have not already occurred in the database.  Optionally, the user can choose to see PFnets depicting general associations or predications involving the terms of interest.  We explain more about the predication option in the following section.

Evaluation of ideas is aided by additional PFnets which include newly discovered terms or sets of terms, often looking for terms that may link other terms of interest.  Direct access to PubMed
 searches is also provided by EpiphaNet allowing the user to refer to specific MEDLINE citations for more information.  Consequently EpiphaNet allows the user to evaluate novel connections generated by the system, which may in turn lead to new directions for exploration.

The primary testbed for EpiphaNet has been the MEDLINE database of titles and abstracts of articles in the biomedical literature.  In 2008, the full MEDLINE index of abstracts contains 9,003,811 documents and 1,125,311,210 terms of which 3,948,887 terms are unique.  Our complete wordspaces consist of 453,646 unique terms which excludes terms occurring less than 10 times and terms that contain more than 3 non-alphabetic characters.  

In EpiphaNet, rather than use associations between terms as the basis for retrieval, the fundamental units of analysis are unique concepts as defined in the Unified Medical Language System (UMLS, Browne, Divita, Aronson, & McCray, 2003).  The UMLS represents an ambitious effort by the US National Library of Medicine to provide unique names of biomedical concepts to accelerate the development of computational systems to support natural language understanding in this domain.  The primary knowledge resource in the UMLS is the Metathesaurus which provides unique identifiers for known biomedical concepts, as well as mappings between these unique concepts and the different ways in which they are known to be expressed in free text.  Using defined UMLS concepts rather than individual terms as a basis for knowledge discovery allows the normalization of synonymous terms and the ability to address concepts that are characteristically expressed with more than one term (such as Raynaud’s Disease or fish oil).  Because the preferred way of expressing a particular concept in the UMLS may not match the way a user expresses this concept, EpiphaNet includes a statistically based translation service to map between terms and UMLS concepts.

Translation is accomplished using a variant of the Reflective Random Indexing (Cohen, et al., 2010) method, based on the term-by-document and UMLS concept-by-document statistics from the titles and abstracts added to MEDLINE over the last 10 years.  UMLS concepts are identified in text by the Metamap system (Aronson, 2001) (which also identifies UMLS concepts in the SemRep system).  A common set of document vectors is generated based on the distribution of terms in each document in this corpus, and both term and UMLS vectors are generated based on the frequency with which they occur in each document using vector addition.  Log-entropy weighting and the stopword list distributed with Swanson's Arrowsmith system (Swanson & Smalheiser, 1997) are used to emphasize content-bearing words and eliminate frequently occurring and uninformative terms.  Examples of mappings between terms and concepts are shown in Table 2).   Because these searches are based on similarity between vectors, related concepts (such as retrosternal_burning) as well as matching concepts are retrieved.

Table 2. Cosine Similarity and Terms Retrieved from Translating the terms “gord” and “aids”

	gord
	aids

	0.53: gastroesophageal_reflux_disease

0.53: acid_reflux_(esophageal)

0.53: intra-oesophageal

0.52: reflux

0.47: retrosternal_burning


	0.953: aids_patient

0.939: acquired_immunodeficiency_syndrome

0.840: aids_diagnosis

0.829: aids_population

0.828: anti-hiv_agents



	Note. The term “gerd” is used to refer to “gord” in the United States.  “gord” is preferred in much of the English speaking world.  Both terms appear in the unique concepts.


EpiphaNet supports both general associations and predications to determine the nearest neighbors that are retrieved when a particular concept (or set of concepts) occurs as a cue. 

General Associations

In the case of general associations, EpiphaNet employs Reflective Random Indexing (Cohen, et al.,  2010) to derive a general measure of semantic relatedness between terms. As described previously, this reflective approach allows for the derivation of meaningful associations between terms that do not co-occur directly.  In EpiphaNet, general associations between concepts are derived based on document vectors produced by TRRI.  This wordspace provides meaningful estimates of the similarity between documents according to the distribution of terms in documents.  Vectors for UMLS concepts are generated as the linear sum of the vectors for the documents they occur in, in a similar manner to the generation of term vectors in TRRI.  Consequently, it is possible to map between general terms and UMLS concepts based on the distance between them in this shared wordspace.  At the time of this writing, the distributional statistics for UMLS concepts include all occurrences recognized by the MetaMap sub-component of the SemRep system (see below) in abstracts or titles added to MEDLINE over the past decade.

Predications

Research in empirical distributional semantics tends to focus on general associations between terms.  However, it has been argued that the atomic unit of meaning in text comprehension is not an individual concept but an object-relation-object triplet, or proposition.  This unit of meaning is also termed a predication in the computational linguistics literature.  These propositions are considered to be the atomic units of meaning in memory, or the “semantic processing units of the mind” (Kintsch, 1998).  Empirical evidence to support the psychological reality of the propositional level of representation has been provided by experiments assessing memory and reading times (e.g., Goetz, Anderson, & Schallert, 1981; Kintsch & Keenan, 1973).  In essence these studies suggest that terms in a propositional relationship to one another cue one another for recall and tend to be recalled together, and that both the accurate recall and the time taken to read text are affected  more by the number of propositions in a passage than by the number of terms.  While not primarily motivated by cognitive phenomena, the desire to derive empirically a more constrained measure of semantic relatedness than co-occurrence-based general association has led to the development of word space models derived from grammatical relations produced by a parser (see Pado & Lapata, 2007, for an example and review).   However, these models do not encode the type of relationship that exists between terms in a retrievable manner.  For the purpose of abductive reasoning, the encoding and retrieval of the type of relationship between concepts is desirable because it provides one way of constraining search and it raises the possibility of simulating cognitive processes involving specific relations within a vector space.  

In our research we address this issue by encoding predications produced by the SemRep system (Rindflesch & Fiszman, 2003) into a vector space.  SemRep combines shallow grammatical parsing with semantic knowledge provided by specialized biomedical knowledge resources such as the UMLS to extract object-relation-object triplets (e.g., aspirin DISRUPTS sunscreen effect) from the biomedical literature.  SemRep builds on a suite of natural language tools and knowledge resources developed at the US National Library of Medicine including software to map free text to UMLS concepts (Aronson, 2001), a semantic network describing permitted relations between UMLS concepts (for example TREATS is permitted between drugs and diseases), and further natural language processing software and knowledge resources that have been customized for the biomedical domain (Browne et al., 2003).  SemRep ignores much of English grammar for identifying propositions because knowledge-rich domains provide the information needed from the semantics of the domain.   The approximately 80% precision SemRep has shown in several evaluations (Rindflesch & Fiszman, 2003; Rindflesch, et al., 2003; Fiszman, et al., 2004, 2009) is impressive in light of the difficulty of extracting predicates from text.  The proportion of propositions available in the text that is extracted by SemRep is more difficult to evaluate, and is not known.  Nonetheless, the predications extracted by SemRep represent a significant quantity of biomedical knowledge, and EpiphaNet currently encodes such information from more than 20 million predications extracted by SemRep from titles and abstracts added to the MEDLINE database over the past decade. 

Predication-based Semantic Indexing (PSI), the model we employ to encode these predications within a vector space, is based on recent distributional models that are able to encode information concerning word order into a word space models (Jones & Mewhort, 2007; Plate, 2003; Sahlgren, Holst and Kanerva, 2008; Widdows and Cohen, 2009).  

PSI codes predication by transforming random elemental vectors for UMLS concepts and then combining these to generate semantic vectors for the same UMLS concepts.  The sparse-random elemental vectors are transformed using position shifts according to the type of predication relationship that connects two terms.  Each of 40 predication types (shown in Table 3) is assigned a numerical value such that the number of positions shifted encodes the type of relationship between terms.  To encode "smoking CAUSES cancer," we shift the sparse elemental vector for cancer 7 positions to the right (the shift code for CAUSES) and add it to the semantic vector for smoking.  A similar process will occur each time smoking occurs in a predication.  Consequently, the semantic vector for smoking will be the linear sum of the shifted sparse elemental vectors representing the other concept and type of predicate for every predication involving smoking.  Also the semantic vector for cancer is updated by adding to it the elemental vector for smoking shifted 7 positions to the left.  These directional shifts code for the subject, the object and the predication.    Each concept is thus represented by both a semantic vector and the original elemental vector.  Both of these representations are used for search and retrieval in the PSI space.

To retrieve predications involving smoking, the elemental vector for smoking is shifted and the similarity of the shifted vector to all semantic vectors is assessed.  In addition, the semantic vector for smoking is shifted, and the similarity of the shifted vector to all the elemental vectors is assessed.  We perform this search in both directions (elemental vector as cue for semantic vectors and vice versa) because both directions retrieve more predications than either taken alone.  Consequently, we take the strongest associations across both directions.  This ensures that the predication search is reflexive (if "   ?    CAUSES cancer" retrieves smoking, "smoking CAUSES   ?   " will retrieve cancer).

For searches across all predications, the search in both directions is done for each possible shift to the right (retrieving predications with smoking as the subject term) and each possible shift to the left (retrieving predications with smoking as the object term) across the 40 predications.  For example, shifting the smoking elemental vector by 22 positions to the right would retrieve the ISA predications with smoking as the subject so the predication "smoking ISA habit" could result from searching for predications involving smoking
.

An actual retrieval using the PSI model for the concepts that best fit a TREATS predication relationship with the concept depressive disorders finds lexapro (cosine = 0.98), a commonly used antidepressant.  In contrast, a query for the concepts that best fit a DIAGNOSES relationship with depressive disorders produces psychiatric interview and evaluation (cosine = 0.53).  An evaluation of the accuracy with which predications are encoded into the PSI space is presented in Cohen, Schvaneveldt and Rindflesch (2009), in which precision on average was found to be greater than 95% for the most strongly associated predication relationships (across all predications) for 1000 randomly selected concepts. 


Table 3. The Forty Predicates Encoded for the MEDLINE Database

	Administered_to
	Contains
	Interconnects
	Predisposes

	Affects
	Converts_to
	ISA
	Prevents

	Associated_with
	Degree_of
	Issue_in
	Process_of

	Augments
	Diagnoses
	Location_of
	Produces

	Branch_of
	Disrupts
	Manifestation_of
	Property_of

	Carries_out
	Evaluation_of
	Measurement_of
	Result_of

	Causes
	Exhibits
	Measures
	Stimulates

	Coexists_with
	Indicates
	Method_of
	Surrounds

	Complicates
	Inhibits
	Part_of
	Treats

	Conceptual_part_of
	Interacts_with
	Precedes
	Uses


Encoding predications into semantic type opens new possibilities for computer-aided knowledge discovery.  One possibility involves the identification of pathways to explain an observed indirect association.  This can be achieved by searching with two cue concepts through a space that includes only those concepts that occur in documents with both of these cues.  It should be noted that the measure of semantic distance utilized in PSI is of a different nature than that employed by previous distributional models.  Rather than conflating many types of association into a single metric, PSI selects nearest neighbors on the basis of their strongest typed relationship across all permitted predication types.  This allows for the generation of networks of concepts with links that are weighted according to the strength of the best possible predication relationship between them.  Consequently, when Pathfinder is applied to this network, it preserves the strongest paths across predicates revealing a logical explanation for the connection between terms.    Figure 8 illustrates the use of this procedure to link the terms viagra and tadalafil.  Pathfinder was configured to preserve only the strongest associative links, revealing a logical explanatory pathway connecting these two high-profile pharmaceutical agents.  The pathway also includes the predication viagra ISA sildenafil revealing the generic name of this drug. 
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Figure 8. Predication EpiphaNet 
linking Tadalafil and Viagra
Predications can also be used to model simple analogies.  Analogy and metaphor are powerful and, some would argue, pervasive modes of human thinking both in ordinary and creative contexts (Fauconnier & Turner, 2002; Gentner & Markman, 1997; Holyoak & Thagard, 1995; Lakoff & Johnson, 1980).  In EpiphaNet, the strongest predication linking two concepts can be identified by finding the largest cosine between their vectors across all possible predicate shifts, so it is possible to model analogy, as illustrated in Table 4 where the term with “?” is retrieved by finding positional shift corresponding to the strongest predication between the known pair of terms and then finding a term with the same predication relationship with the one remaining known term. 

Table 4. Modeling Analogy in PSI Space  ( The Model supplied the Term with   ?   )

	A
	is to
	B
	as
	C
	is to
	D 
	Cosine
	Relation / Predicate
	Comment

	Viagra
	is to
	Erectile Dysfunction
	as
	Lexapro
	is to
	?
Depressive Disorder
	0.98
	 TREATS
	Lexapro is used to treat depression.

	Viagra
	is to
	Sildenafil
	as
	?
Sintamil
	is to
	Anti-depressive 
Agents
	1
	ISA
	Sintamil is one example of an antidepressant. 

	Psychogenic Factor
	is to
	Erectile Dysfunction
	as
	?
Abnormal Cortisol
	is to
	Depressive Disorder
	1
	PREDISPOSES
	Chronically raised cortisol levels are associated with the development of depression.


Although these are admittedly simple analogical processes, the association strengths produced by PSI could be used to model more complex analogical mappings. 

Predicting Future Co-Occurrence

By our definition, indirect similarity between terms indicates a relationship in the absence of co-occurrence of the terms in the database in question.  Some terms exhibiting indirect similarity may point to an unfamiliar relationship between the concepts corresponding to the terms, a potential discovery.  For such terms, we might expect that indirect neighbors would tend to become direct neighbors over time.  We investigated such tendencies using the MEDLINE database.  In particular, we assessed the proportion of nearest indirect neighbors between 1980 and 1986 that co-occurred in one or more documents after 1986.  We examined four different wordspaces all based on random indexing, [RI] the original random indexing method developed by Kanerva, et al. (2000), [TTRI] random indexing using a sliding window method to create a term-term matrix of term co-occurrences, and two methods using a new reflective random indexing method adjusted to improve indirect similarity (Cohen, et al., 2010), [DRRI] reflective random indexing starting with random vectors for documents, and [TRRI] reflective random indexing starting with term random vectors.  

The 50 nearest indirect neighbors (NINs) of each of 2,000 randomly selected target terms were found in the database between 1980 and 1986.  Then each of the indirect neighbors was checked to determine whether it co-occurs with its target after 1986.  The proportion of the indirect neighbors co-occurring later as a function of the rank of the cosine similarity is shown for each of the wordspaces in Figure 9.  

The indirect neighbors in the RI wordspace did not co-occur later with their targets very often, a maximum of 4.5% and the effect of cosine rank on the rate of future co-occurrence was negligible.  This result confirms the earlier observation that standard RI does not yield meaningful indirect neighbors.  It is reasonable to suppose that about 4.5% of randomly selected pairs of non-co-occurring terms would later appear as co-occurring.  In contrast to RI, all of the other wordspaces show a decline in the proportion of future co-occurrences as cosine similarity decreases, but they do vary considerably in the overall proportions.  

To determine whether the various wordspaces tend to produce NINs of different term frequency, we examined the frequencies resulting in the summary statistics shown in Table 5 and the distributions of term frequency are shown in Figure 10.  The TRRI wordspace tended to produce NINs of lower term frequency which may prove to be potentially more interesting as potential discoveries.  The higher frequency terms may be more likely to co-occur with the source term later simply because the term occurs more often.
  The TRRI wordspace also show the greatest sensitivity to the cosine similarity of indirect neighbors; there is a greater decrease in rate of future co-occurrences as cosine similarity decreases.  The TRRI wordspace is also constructed in 3 steps compared to 4 steps for the DRRI wordspace (Figure 2). Thus, by the criteria of lower NIN term frequency, greater sensitivity to cosine similarity, and efficiency of computation, the TRRI wordspace may be seen to produce the “best” results, although the DRRI wordspace does produce the highest proportion of NINs with future co-occurrence.  Of course, additional methods of evaluating the indirect neighbors should be used to make a final determination about which wordspace to use.  A promising line of future investigation involves the effectiveness of frequency-normalized adjustments in selecting promising predictions.
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Figure 9.  Proportion of Future Co-Occurrences as a 
Function of Cosine Similarity of NINs for various Wordspaces

Table 5.  Summary Statistics on the Term Frequency of NINs

	
	Wordspace 
	

	
	DRRI 
	TRRI 
	TTRI 
	RI 

	n 
	41,866 
	29,281
	18,306 
	7,025 

	Median 
	3,622 
	1,642 
	2,433 
	1,700 

	Mean 
	11, 613 
	10,626 
	11,863 
	11,356 

	Std Dev 
	34,435 
	49,979 
	39,961 
	52,090 

	Minimum 
	13 
	13 
	13 
	10 

	Maximum 
	1,462,238 
	1,738,132 
	2,220,191 
	2,220,191 
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Figure 10. Frequency Distributions of Term Frequencies of Indirect Neighbors

Report by a Molecular Biologist using EpiphaNet

Our research team is fortunate to have an active molecular biologist to assist in the development and evaluation of the EpiphaNet software.  Dr. Kerr Whitfield has used EpiphaNet to develop further his expertise in the biological roles of Vitamin D.   After some experience with EpiphaNet, Dr. Whitfield has come to follow-up encounters with novelty to determine whether there is something in the novel information that he should add to his knowledge.  The novelty either takes the form of encountering new terms or new relationships among known terms.  What follows is a first-hand description of how he uses the tools.

   My experience with EpiphaNet has mainly been a challenge for me to rethink how I search the literature.  My accustomed way to search the literature is to search PubMed using terms I already know to see if new reports have appeared that contain that term.  In the case of one of my favorites, namely vitamin D, these searches often return many articles of a nutritional nature; using the term “vitamin D receptor” (which I will abbreviate as VDR, and which actually is “vitamin d3 receptor” in the standardized vocabulary), searches usually return many reports of associations between genetic variants of VDR and various diseases.  Neither of these matches my primary interest, which is in the molecular action of VDR as a transcription factor and the role of VDR target genes in normal physiology and disease.  This has remained, however, my major way of searching the literature until I encountered EpiphaNet.

   EpiphaNet has challenged me to be open to novel or unexpected associations between VDR and various other terms, concepts or genes as returned by the EpiphaNet program.  I must confess that my current understanding of the way EpiphaNet works is somewhat fuzzy, but I am quite excited about the possibilities of this program, which even it its early, experimental, versions, has broadened my horizons in my tiny niche of science, a niche that I thought I already knew a lot about.

   There are two main ways that EpiphaNet has been very useful for me. The first way is in identifying the components of a signaling pathway that is unfamiliar to me, such as the WNT--catenin pathway.  I should clarify by saying that the canonical WNT--catenin has been vaguely familiar to me for some time, but it is known to contain a steadily expanding number of components, most of which I did not learn about until recently. While there are certainly review articles on this pathway, the diagrams are seldom complete or contain all of the known components due to restraints on file size and/or complexity.  My typical approach to familiarize myself with a new pathway is to draw my own diagrams.  EpiphaNet has aided me in that process by rather reliably identifying names of gene products that are associated with “WNT,” “catenin,” or combinations of either with or without VDR (VDR in this case did not help much).  EpiphaNet does not identify all components in a single diagram either, but I find EpiphaNet to be not only very effective, but also fun and entertaining to use.

   One of the features I particularly like about EpiphaNet is the ability (in later versions) to instantly use interesting terms or combinations of terms in a PubMed search using a built-in link. This allows me to very quickly confirm whether the relationship of a particular term to the pathway is real or spurious by accessing relevant abstracts. 

  A similar link is provided to the Online Mendelian Inheritance in Man (OMIM), a database of human genes and genetic disorders, and I find this also very useful, but probably not for its intended purpose.  Rather, I take advantage of the list of synonyms provided for each OMIM entry to resolve any confusion about nomenclature, a common problem in literature searches for which no ideal solution seems to be available. 

    The second way I use EpiphaNet is probably more related to its original purpose. I simply type in my favorite search term (again, vitamin d3 receptor is a good example) and see what relationships are revealed in EpiphaNet (the latest version of which is quite up-to-date, containing references as late as mid-2009). For this, I have a choice of “predications”, the list of which is subdivided into “biological”, “clinical” or none. My preference is usually biological or none. I also have the option of choosing the number of “nearest neighbors”, usually in the range of 10 to 30. This very simple use of EpiphaNet has provided me with some important new insights, most recently into a complicated set of relationships between the vitamin d3 receptor, the oncogene BRCA2, the bone differentiation gene Runx2 and two related transcriptional repressors Snail1 (aka Snai1) and Snail2 (aka snai2 or SLUG). I have yet to fully explore this relationship, but EpiphaNet made me aware of this small facet of vitamin D biology of which I was previously totally unaware (references from 2005, 2008, and even June 2009). Other interesting discoveries with EpiphaNet were two vitamin d3 receptor target genes that were new to me as well as an interesting connection between prolactin and the vitamin d3 receptor in human prostate cells.  Some of these novel connections will find their way into our lab discussions and possibly into future hypotheses, particularly the connection between the snail proteins and vitamin d3 receptor, Runx2 and BRCA2.

Figure 11  illustrates what Dr. Whitfield learned from some searches involving Vitamin D Receptor (vdr), catenin (proteins), and wnt (a signaling pathway involving a complex network of proteins).  From the EpiphaNet searches for nearest neighbors of combinations of terms, he discovered new pathways that he was able to add to his current knowledge (the starting diagram) to produce a new schematic (the enhanced diagram with additions shown in gray).   The networks produced by EpiphaNet show his notes and marks that led him to the new pathways.
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Figure 11.  An Example of the Results of some Searches with EpiphaNet

Table 6 shows a summary of the number of new concepts or associations between concepts Dr. Whitfield encountered in a series of sessions with EpiphaNet
.  The data seem to clearly indicate that interesting new information is being discovered with the use of the system.  Additional tests with more researchers are underway

Table 6.  Summary Statistics for Seven Sessions with EpiphaNet

	Session
	Duration 
(min:sec)
	New Concepts 
or Associations
	Literature
Searches

	1
	20:27
	6
	4

	2
	34:57
	11
	9

	3
	36: 08
	5
	13

	4
	35:22
	2
	9

	5
	44:58
	17
	19

	6
	42:21
	7
	7

	7
	31:16
	12
	10

	Total
	4.1 hrs
	60
	70


Conclusions

In our quest to find paths to discovery, we are exploring various applications of the idea of using random projection methods (Vempala, 2004) to create wordspace models that support abductive reasoning.  EpiphaNet is a software tool under development that provides access to the models and other resources for active researchers.  Using these tools, users can find new terms related to terms of interest.  Optionally, the new terms may have been directly related to the terms of interest previously in the literature.  Various models provide either general associations between terms or propositions involving the terms with control over which predications to consider.  Users can also find new pathways linking terms of interest to help expand knowledge and understanding.  Testing, to date, has been encouraging, but continuing evaluation is an important part of our project as is the extension of the work into additional domains.  

This is an interesting and enjoyable journey for us, and there are still many directions to explore and develop.  In future work, we will explore methods for identifying middle terms to help account for the indirect similarity we observe with nearest indirect neighbors.  Finding middle terms further expands the linking of concepts which is the goal of our work.  We are also interested in exploring still other scalable methods for creating wordspaces.
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� However, random processes in a mix with other factors do constitute one method of adding new information as in genetic algorithms (Holland, 1992). 


� Would hiccups explain the puzzle and the connections in the network?


� For papers on HAL see Burgess, Livesay, & Lund (1998); Lund & Burgess (1996).


� LSA is an outgrowth of an earlier model, Latent Semantic Indexing (LSI), designed specifically for information retrieval.  LSA now represents a more general model of semantic similarity which is used in many different ways.  Some relevant publications include:  Deerwester, Dumais, Furnas., Landauer, & Harshman (1990); Landauer & Dumais (1997); Landauer, Foltz, & Laham (1998);  Landauer, McNamara, Dennis, & Kintsch (2007)


� RI derives from work on sparse distributed memory by Kanerva (1988).  For additional papers see Cohen (2008); Cohen, Schvaneveldt, & Rindflesch (2009); Cohen, Schvaneveldt, & Widdows (2010); Kanerva (2000); Kanerva, Kristofersson, & Holst (2000); Sahlgren (2006); Widdows (2004); Widdows & Ferraro (2008); Widdows & Peters (2003).


� Such iteration is the technique employed in the power method of computing the matrix eigenvector of greatest magnitude.


� Using all known proximities between nodes, Pathfinder computes the minimum distance between nodes and eliminates links that have a distance greater than the minimum distance.  Two parameters are used to compute distance, q which is the maximum number of links permitted in paths, and r which is the norm for the Minkowski r-metric.  With r = ∞, only ordinal properties of the proximity data determine which links are included in the PFnet. 


� The networks we present in this section were computed with PFnet parameters r = ∞ and q = 2.


� The reference Cohen (2010) provides links to a website with an implementation of EpiphaNet.


� PubMed is a free search engine for accessing the MEDLINE database of citations, abstracts and some full text articles on life sciences and biomedical topics.


� Despite the positional shifts involved, the computation is efficient, because a comparison with an elemental vector involves S floating point comparisons, where S is the seed length, or number of non-zero values in the sparse vector (in our case 20).


� It would be useful to develop a quantitative method for scoring the retrieval results combining both the number and frequency of the retrieved terms.  We plan to pursue this goal along with additional evaluations of the quality of the retrieved items.  This line of work will probably require a more controlled method of selecting original terms than the random selection method employed here.


� These statistics were compiled by Kavitha Mukund (Mukund, 2009) through her analysis of the protocols generated during Dr. Whitfield’s sessions with EpiphaNet. 







