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The relations between recall performance and specific network and spatial representations of mem-
ory were investigated in serial and free recall paradigms. The structural representations were derived
from relatedness ratings by using the alternating least squares scaling (ALscAL), Kruskal-Young-
Shepard-Torgerson (KYsT; Kruskal & Wish, 1978), and Kruskal multidimensional scaling algo-
rithms and the Pathfinder network scaling algorithm. In the serial recall task, list organization de-
fined by the network yielded faster learning than organization defined by multidimensional space,
although both types of organizations yielded increases in the number of items recalled. In free recall,
the network representations were predictive of recall order cven with the original ratings partialed
out. The spatial representations, however, were not independently predictive of recall. The results
suggest that Pathfinder networks better capture the relations important for recall than do spatial
represcntations. Also, Pathfinder networks provide information about memory organization that is
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not directly available in pairwise ratings.

The nature of memory organization is of importance to re-
searchers interested in the learning and comprehension of re-
cently experienced events as well as those interested in the rep-
resentation and use of knowledge. The ability to recall informa-
tion is related to the organization of that information.
Experimenter-imposed organization facilitates recall, whether
that organization is categorical (Bousfield, 1953; Bousficld, Co-
hen, & Whitmarsh, 1958; Bower, 1972; Cofer, Bruce, & Reicher,
1966) or associative (Jenkins, Mink, & Russell, 1958; Jenkins
& Russell, 1952). Even without imposed organization, subjects
develop their own organization, and the degree of that organiza-
tion relates to the level of recall (Tulving, 1962).

Experimenter-imposed organization is usually dctermined
by using nomothetic norms with the assumption that public
agreement is manifested in each individual’s knowledge struc-
ture and affects cach person’s recall. Research on subjective or-
ganization has shown a tendency for recall protocols to be con-
sistent across individuals, suggesting again the role of the orga-
nization of knowledge (Tulving, 1962). The idea of scparate but
interdependent semantic and episodic memory systems reflects
this view (Tulving, 1983). The organization of semantic mem-
ory presumably affects the learning and comprehension of epi-
sodes.
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Further support for the relation between knowledge organiza-
tion and organization in recall has been provided by studies
comparing similarity ratings of pairs of concepts to the order in
which the concepts are recalicd. In general, it has been assumed
that similarity ratings reflect the proximity between concepts
in semantic memory. Schwartz and Humphreys (1973) found
a significant correlation between similarity ratings of concept
pairs and the number of times the pairs were recalled adjacently
in free recall: Pairs rated as most similar were most frequently
recalled together. Similarly, Caramazza, Hersh, and Torgerson
(1976) found a correspondence between similarity ratings and
interitem proximity in recall. Thus, recall organization was in-
fluenced by the same underlying organization of knowledge that
was reflected in similarity ratings. In this study, these relations
were explored further and the analyses were extended 1o struc-
tural representations of knowledge.

Structural Representations of Knowledge

Theorists assuming a featural model of semantic memory
have made use of sophisticated scaling algorithms, such as mul-
tidimensional scaling (MDS), to aid in defining semantic fea-
tures (Rips, Shoben, & Smith, 1973). Empirical evidence has
supported the psychological validity of MDS representations.
Several studies have indicated that distances derived from MDS
solutions are predictive of categorical judgement time (Cara-
mazza et al.,, 1976; Rips et al., 1973; Shoben, 1976), analogy
completions (Rips et al.,, 1973; Rumelhart & Abrahamsen,
1973) and organization in free recall (Caramazza et al., 1976).
MDS has also been applied to areas such as music perception
and cognitive development in order to reveal underlying cogni-
tive structure (Shoben, 1983).

A considerable amount of theoretical work on semantic
memory has made use of network representations of stored
concepts. The actual networks, however, often have been based
largely on logical, hierarchical relations and the intuitions of
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the theorists (e.g., Collins & Loftus, 1975; Collins & Quillian,
1969). Although theoretical networks have been used to explain
empirical findings (Collins & Loftus, 1975; Schvaneveldt &
Meyer, 1973), the absence of a scaling method to produce net-
works has precluded network studies analogous to the MDS
studies that relate empirical representations to underlying cog-
nitive structure and processes. However, some researchers have
used various methods to define network structures empirically
(Chi & Koeske, 1983; Fillenbaum & Rapaport, 1971; Friendly,
1977; Hutchinson, 1981; Schvaneveldt & Durso, 1981).
Friendly (1977), for example, obtained proximities from recall
orders and used the proximities to derive structural representa-
tions of the organization in recall.

Recently, scaling procedures have been developed that pro-
duce network structures from empirical proximity data (i.e.,
dissimilarities) of the type used by MDS, The research reported
here made use of Pathfinder, an algorithin that yields network
structures given estimates of pairwise proximities for a set of
entities. Because both the Pathfinder network scaling algorithm
(Schvaneveldt & Durso, 1981; Schvaneveldt, Durso, & Dear-
holt, 1985'; Schvaneveldt, Durso, Goldsmith et al., 1985) and
the MDS algorithm (e.g., Kruskal, 1977; Kruskal & Wish,
1978; Shepard, 1962a, 1962b) have been described elsewhere,
we describe them here only briefly.

Both MDS and Pathfinder require estimates of psychological
proximity. Commonly, subjects assign a rating reflecting a
judgement of relatedness to all possible pairs of N concepts.
These proximity estimates are then analyzed by the algorithms.
MDS positions each concept in a K-dimensional space, where
the distance between points reflects the psychological proximity
of the corresponding concepts. Pathfinder produces a network
with concepts represented as nodes and relations between con-
cepts represented as links connecting some of the nodes. Links
may be either directed (allowing traversal in only one direction)
or undirected (allowing traversal in either direction). Thus, dis-
tances between concepts may be either symmetrical or asym-
metrical. Of course, with symmetrical proximity estimates,
only undirected links can be included in the network represen-
tation.

The definition of Pathfinder networks is quite simple. Each
network consists of a group of concepts in which each concept
is represented by a node and each node is connected by a link
to each other node for which we have proximity estimates, The
weight or the cost of the link connecting two nodes is the prox-
imity estimate for the pair of concepts corresponding to those
nodes. Thus, low proximity-estimates will result in low link
weights and high proximity-estimates will result in high link
weights. With a complete set of proximity estimates, this net-
work will correspond to a complete graph. After applying the
Pathfinder algorithm, a link remains in the network if and only
if that link is a minimum-length path between the two concepts.
A path consists of a sequence of nodes and the connecting links.
The length of a path is a function of the weights associated with
the links in the path. Different functions for computing path
length yield different networks. In particular, the number of
links in the resulting network decreases systematically with de-
creases in the computed lengths of multilink paths in the net-
work.

Two methods have been used to define path length. One
method, which subsumes several special cases, uses the Min-

kowski r-metric to compute path length. This metric was origi-
nally developed as a generalized distance measure in multidi-
mensional space (Dunn-Rankin, 1983) and can be stated as fol-
lows. Let X,; be the value of the coordinate for point a along
dimension / in an n dimensional space (i runs from 1 to ») and
let X, be the value of the coordinate for point b along dimension
i in that same space, then the distance between points a and b
for a given value of r, d,), is

n
dab(r) = (2 'Xai - Xbil’),'/’ l<r< 0. (l)
=
Thus, when r = 1 the formula defines the city block metric and
when r = 2 the formula specifies Euclidean distance.

Similarly, the Minkowski r-metric can provide a general
definition of the length of a path in a network. Let /; be the
weight associated with link / in a path. The set of all weights in
a path with nlinksisgivenby /, i = 1,2,. . . , n. The length of
the path, L(P), is given by

L(P)= (é 1), "1 s r< w. (2)

i=]

As the value of r varies over the allowable range, the number
of links in the resulting networks varies systematically. In par-
ticular, as r decreases, additional links are added, but all links
in networks with larger values of r are still included. With r =
oo, Pathfinder produces a network which is the union of the
minimal spanning trees for the network defined by the data (a
complete graph if all pair-wise proximity estimates are avail-
able). The minimal spanning tree is unique, unless certain pat-
terns of ties occur in the data. With r = 1, Pathfinder simply
uses the sum of the link weights to determine the length of a
path in the network. Intermediate values of r produce networks
with intermediate numbers of links.

A second method for computing path lengths follows from
the theory of spreading activation in network structures. This
method computes the length of a path by summing the link
weights in both directions, starting from the nodes at each end
of the path. The path length is taken as the maximum sum to
the node where the two summations intersect. This method is
analogous to measuring the maximum distance to the intersect-
ing node when the path is traversed simultaneously from both
ends. This node would be the point where spreading activation
from the two end nodes would meet, and the length would be
the maximum distance traveled by the activation, This method
for computing distance is called the parallel method because
the distances are traversed in parallel from both ends of the
path. The parallel method yields networks with an intermediate
number of links compared to the Minkowski method with r =
ocoandr=1.

A family of Pathfinder networks can be generated by varying
both the function that defines path length and the maximum
number of links in paths. The number of links in a particular
network varies systematically as a function of the values of these

! Copies of the Schvaneveldt, Durso, and Dearholt ( 1985) manuscript
can be obtained by requesting manuscript no. MCCS-85-9 from the
Computing Research Laboratory, Memoranda Series, Box 3CRL,
NMSU, Las Cruces, New Mexico 88003, U.S.A.
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two parameters. Schvaneveldt et al. (1985) provided additional
details.

Both MDS and Pathfinder reduce a large amount of data in
the form of pairwise estimates to a smaller set of parameters,
but they tend to highlight different aspects of the underlying
structure. Pathfinder focuses on the local relations among con-
cepts, whereas MDS provides a more global understanding of
the dimensionalized concept space.

Construction of the Structures

In this study, 24 subjects judged the relatedness of all possible
pairs of 25 concepts taken from Schvaneveldt and Durso (1981)
ona scale from 0 to 9. In selecting these concepts, Schvaneveldt
and Durso attempted to create a reasonably coherent domain
that contained a number of logical and intuitive relations. In
particular, both logical property and categorical relations ex-
isted, as well as properties that were related to diverse concepts
in the domain (e.g., red) and properties that were more re-
stricted (e.g., feathers). The relatedness judgments were con-
verted to distances by subtraction from 9, averaged over sub-
Jects, and analyzed by the alternating least squares scaling (ALS-
CAL; Young, Takane, & Lewyckyj, 1978) program and the Path-
finder program. The converted relatedness judgments are re-
ferred to in this article as ratings. :

The Pathfinder Solution

The parallel option of Pathfinder (see Schvaneveldt et al,,
1985) was chosen for these data. This option defines the net-
work by assuming that spreading activation occurs between the
two concepts being judged. The paralicl option tends to produce
networks of moderate complexity, with sufficient links to allow
construction of lists for the serial recall task. This network ap-
pears in Figure 1. The nodes were located on the page according
to presumed hierarchial relations among the concepts in order
to contrast the Pathfinder solution with the logical hierarchy.

The MDS Solution

The ratings were analyzed with the ordinal option of the ALs-
CAL program. The choice of optimal dimensionality was influ-
enced by a number of considerations: Stress and 2 tended to
“clbow” at two or three dimensions, the third dimension al-
lowed easier interpretation of dimensions one and two (Kruskal
& Wish, 1978), and the Isaac and Poor (1974) procedure sug-
gested three dimensions. Thus, the “true” dimensionality of the
space appeared to be closer to three than two. The value of 2 for
the three-dimensional space was .76 and this solution appearsin
Figure 2. The Euclidean distances for pairs of concepts in this
particular solution ranged from 2 to 38 in arbitrary units,

As mentioned previously, similarity ratings and distance in
multidimensional space have both been shown to be predictive
of organization in free recall (Caramazza et al,, 1976; Schwartz
& Humphreys, 1973). Likewise, the development of the Path-
finder algorithm has provided a means of investigating the pre-
dictive ability of nctworks and comparing empirically derived
networks to spatial solutions. Consequently, in this article we
investigated the extent to which Pathfinder and MDS capture
latent structure in the rating data that could be of use in recall,

Given that more organized lists of words tend to yicld faster
learning than less organized lists, it should be the case that a
series of close concepts in multidimensional space should yield
performance superior to a list of distant concepts, and a list of
linked concepts in the network should yield performance supe-
rior to unlinked concepts. In addition, if the multidimensional
scaling procedure is better able to capture relations uscful in
recall, a list organized according to MDS distances should yield
better performance than a network list. Alternatively, if Path-
finder is better at extracting the relevant relations, subjects
should lcarn a nctwork list faster than an MDS list. Therefore,
scrial recall performance was used in Experiment 1 as an index
of the psychological validity of MDS and Pathfinder structures.

Experiment 1A
Method

Subjects. In this experiment, 83 introductory psychology students
from New Mexico State University volunteered in partial fulfillment of
a rescarch familarization requirement.

Materials. There were four conditions that differed only in the stimu-
lus list that was presented to the subjcct. Four lists were constructed to
correspond to the four experimental conditions: (a) network organized,
(b) network control, (c) MDS organized, and (d) MDS control. All stim-
uli were taken from the set of 25 natural concepts.

Pairs of the concepts were classified into four categorics based on their
relations in the network and spatial represcntations. Related-both pairs
were highly related according to both ALSCAL and Pathfinder and, con-
sequently, were close in the MDS solution and linked in the network,
An example of such a pair is BIRD-ROBIN. A second category, unre-
lated-both pairs, included those pairs that were distant in the MDS so-
lution and notlinked in the network such as HOOVES-ROSE. Thus, unre-
lated-both pairs were considered unrelated by both solutions. There
also existed pairs that were related in one solution, but unrelated in the
other. The pair MAMMAL-DEER is an example of a related-MDS pair
that was close in the ALSCAL solution and not directly linked in the Path-
finder network. On the other hand, FROG and GREEN were linked in
the Pathfinder network, but distant in the ALSCAL solution. This is an
instance of a related-network pair. Thus, the last two categories (re-
lated-MDS and related-network) consisted of pairs that were consid-
cred related by either the ALSCAL algorithm or the Pathfinder algorithm,
but not both, Related-MDS pairs and related-network pairs made up
the MDS-organized and network-organized lists, respectively. The con-
trol conditions consisted of unrelated-both pairs. Related-both pairs
were not included in the lists.

Each list consisted of 13 items, The constraints of the network-orga-
nized condition required that successive items in the list be linked in
the network but distant in multidimensional space. Thus, this list con-
sisted of related-network pairs. An optimal network list was created by
finding a list of 13 items that satisfied the linking criterion and had the
greatest average MDS distance between pairs. The network control list
was constructed by rearranging the 13 items from the network-orga-
nized list in such a way that all successive items in the list were not
linked in the network and were distant in MDS (i.e., unrelated-both
pairs). Thus, the network-organized list was made up of linked but dis-
tant items, whereas the control list contained the same items, but was
organized so that successive pairs werc both distant and not linked.

Similarily, the MDS-organized list was constructed by ordering a list
of 13 items such that successive items were close in the spatial solution,
but not linked in the Pathfinder nctwork. Thus, successive items in this
list consisted of related-MDS pairs. The optimal MDS-organized list
was obtained by sclecting the list with the minimum average MDS dis-
tance that did not include any linked pairs. The MDS control list was
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constructed by scrambling the items in the MDS-organized list so that
for successive pairs, distance was maximized and no links were present
(i.e., unrelated-both pairs). Therefore, the MDS-organized list was
made up of items that were close in space but not linked, whereas the
MDS control list contained the identical items rearranged so that they
were both distant and not linked.

The average MDS distance was 21.9 for the network-organized list
and was 29.2 for the network control list. The MDS-organized list had
an average MDS dlstance 0f9.3 and the MDS control list had an average
distance of 28.7. It should be noted that the average distance of the
MDS-organized list (9.3), which excluded linked pairs, compared favor-
ably with the distance that could be obtained without the link restriction
(7.0). Also, the pairs in the MDS-organized list were closer in MDS
distance than any pair in the network-organized list.

The four lists appear in Table 1. One can determine some of the
differences between the Pathfinder solution and the three-dimensional
MDS solution by contrasting pairs across the network-organized and
the MDS-organized lists. These lists contain successive pairs that were
scaled as related by the Pathfinder and ALSCAL algorithms, respec-
tively. Inspection of the table shows that the pairs in the organized lists
exhibit several relations, whereas the control lists show few if any such
pair-wise relations. The two organized lists contain both paradigmatic
and syntagmatic relations. Intuitively, the relations of the MDS list ap-
pear to be more abstract than those of the Pathfinder list, as one might

ANIMAL
MAMMAL BIRD
DOG BAT CHICKEN ROBIN
FEATHERS
HAIR
BLOOD

HOOVES

expect from a procedure that produces global information about struc-
ture.

Procedure. Subjects were randomly assigned to one of the four condi-
tions. Each subject was seated in front of a terminal and presented with
instructions. The instructions stated that a list of 13 items would be
presented one at a time and the task was to recall the list out loud in the
order of presentation. The subjects were told that recall trials would
continue until they correctly recalled the entire list in order. A brief
(500-ms) tone signaled the presentation of the list and another 500-ms
tone signaled the end of the list and the beginning of the response phase.
The list was presented in the same order for each trial. Each item re-
mained on the screen for 1.5 s.

Subjects recalled the list until they indicated that they wanted another
exposure to the acquisition list. Responses were recorded for each trial
during the recall phase by an experimenter who was seated behind a
partition. The experimenter also controlled the presentation of addi-
tional trials to the subject and repeated trials until the subject reached
criterion or until an upper limit of 20 trials was exceeded. For each
subject the number of trials to the first perfect recall was recorded.

Results and Discussion

Data for 80 of the 83 subjects were analyzed. Data from 3
subjects were discarded because they failed to achieve perfect

LIVING THING
PLANT
TREE FLOWER
FROG COTTONWOOD DAISY ROSE
LEAVES
COLOR GREEN

RED

Figure 1. The Pathfinder network representation (parallel option). Link weights have been omitted.
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Figure 2. The ALSCAL three-dimensional spatial representation. Labels along the first and
second dimensions indicate the author's interpretation of those dimensions,

recall in 20 presentations of the list. Of the 3 subjects, 2 were in
the MDS control group and one was in the MDS-organized
group. The analysis consisted of planned comparisons (Keppel,
1973). Because of the extensive literature on organization
effects in recall, directional tests were used when comparing an
organized list to an unorganized list; the tests comparing orga-
nized MDS and network lists were nondirectional.

Mean number of trials to criterion for the network-organized
group was 4.7, compared with 7.9 for the MDS-organized
group. Network and MDS control groups averaged 8.1 and 9.2
trials, respectively. Contrasts revealed that the network-orga-
nized list yiclded faster learning than did its matched control,
((38) = 4.12, SE = 84, p < -001, but the MDS-organized list
was not statistically better than its matched control. In addition,
the network-organized list was learned in fewer trials than
MDS-organized list, /(38) = 3.77, SE = .86, p < .001, whercas
there was no difference between the two controls.

In order to investigate more specific acquisition differences

among the four cohdigions, the numbers of items recalled by
subjects in cach of 18 trials werc analyzed. Because it did not
take each subject 18 trials to reach criterion, it was assumed
that 13 items were recalled on any trials occurring after a sub-
ject had successfully learned the list. Learning curves for each
condition arc presented in Figure 3. For each of the four
planned comparisons noted in the previous analysis, an analysis
of variance was performed on number of items recalled with
list as a between-subjects factor and trials as a within-subjects
factor. The main effect of trials was significant in all four cases,
suggesting that as expected, subjects’ recall performance im-
proved over trials. The main cffect of list was significant in all
cases except for the comparison between the two control lists,
More items were recalled from the network-organized list than
from the network control list, F(1, 38) = 15.68, MS, = 9.47,
p < .001, and more items were recalled from the MDS-orga-
nized list than from the MDS control list, F(1, 38) = 6.19,
MS, = 19.78, p < .05. Also, more items were recalled from the
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Table 1

Word Lists and MDS Distances for Experiments 14 and 1B

N. COOKE, F. DURSO, AND R. SCHVANEVELDT

R
i
}
B
i

5

Experiment 1A

Experiment |B

MDS organized MDS control NET organized NET control MDS organized
Mammal Tree Frog Leaves Hairs
3 23 31 31 17
Deer Color Green Blood Blood
12 21 20 17 21
Dog Daisy Color Hairs Living thing
4 26 26 29 19
Bats Frog Hairs Chicken Leaves
10 30 22 37 18
Frog Rose Feathers Green Red
16 32 22 36 13
Tree Dog Chicken Bats Feathers
10 31 21 35 14
Daisy Flower Living thing Red Color
5 32 * 17 36 16
Plant Bats Bats Frog Robin -
7 36 21 30 9
Cottonwood Green Blood Color Chicken
13 33 23 23 14
Flower Mammal Red Tree Bats
7 28 21 34 10
Green Cottonwood Robin Feathers Frog
13 26 21 25 16
Rose Deer Tree Living thing Tree
11 26 18 17 16
Color Plant Leaves Robin Green
M=925 M =28.67 M=2192 M=29.17 M=15.25

Note. MDS = ALSCAL multidimensional scaling and NET = Pathfinder network.

network-organized list than from the MDS-organized list, (1,
38) = 6.63, MS, = 5.23, p < .05. Because the network-orga-
nized list was learned faster than its control list and faster than
the MDS-organized list, the finding that more items were re-
called from the network-orgaized list than from the other two
lists is not too surprising. However, the fact that more items
were recalled from the MDS-organized list than from its con-
trol, when there was no difference between the two lists in trials

to criterion, is of interest. These results suggest that the MDS
organization facilitated recall of the items making up the list,
although it did not facilitate serial recall of the items. The inter-
action of trial and list was significant in both the network-orga-
nized versus network-control comparison, F(17, 646) = 4.9,
MS. = 2.45, p <.001, and the network-organized versus MDS-
organized comparison, F(17, 646) = 1.77, MS. = 1.77,p <.05.
Both of these interactions were due to the fact that the effect of
list was greatest for the first five trials,

Differences among the four conditions were also analyzed for

14r serial position effects. An analysis of variance was performed
° e on the proportion of items recalled in each of four positions (list
o 121 3 positions 1-3, 4-6, 7-10, and 11-13, respectively) over the first
% three trials. List was a between-subjects factor, and position and
O 10} trial were within-subjects factors. As expected, for each of the
2 comparisons the effects of trial, position, and trial by position
»w 8F were statistically significant. However, because no significant in-
£ teractions between list and serial position occurred, these data
2 st ®Network-Organize are not presented or discussed in detail.
- ONetwork-Control In general, the results of Experiment 1A indicate that subjects
S ar WMDS-Organized learned the network-organized list faster than the MDS-orga-
o nized list and the network control list, whereas the MDS-orga-
=2 2f QMDS-Control nized list was not learned faster than its control. However, a
more detailed trial-by-trial analysis revealed that even though
03 34 56 7 8 0101112131415 1617 15  Subjects learned the MDS-organized list and the MDS control

Trial

Figure 3. Learning curves for each condition in Experiment 1A,

list in the same number of trials, more items were recalled by
subjects in the MDS-organized condition than those in the
MDS control condition. Thus, it appears that the network orga-
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NETWORK

nization facilitated serial recall of the list, whereas the MDS
organization facilitated the recall of items, but not in the correct
order. Martin and Noreen (1974) argued that serial learning is
accomplished by learning sub-sequences or chunks of a list first
and then by learning how the sub-sequences are arranged. Thus,
a list can be represented as a hierarchy of chunks. Perhaps the
MDS organization enabled subjects to recall easily chunks of
related items, but was of no help in ordering items within or
between chunks. On the other hand, the network organization
facilitated both chunking and ordering processes in scrial recall,
Therefore, the disadvantage of MDS organization in this exper-
iment might be due to the specific requirements of serial recall.
In Experiment 2 a free-recall paradigm was used in order to
address this issuc.

The advantage of the network-organized list over the MDS-
organized list suggests that organization defined by Pathfinder
is more appropriate for serial recall than is organization defined
by MDS. The lack of a difference between the two controls sug-
gests that any differences among the items used in the MDS lists
and the Pathfinder lists cannot be the sole contributor to the
advantage of the network representation. In the next study, we
controlled any possible difference in materials that may have
contributed to the advantage of the network organization over
the spatial organization,

Experiment 1B

This experiment was designed to determine if the network
advantage in list acquisition time would hold when organized
MDS and network lists were constructed from identical items.
Two lists were used that differed only in the ordering of the
items.

Method

Subjects. Forty introductory psychology students from the same pool
as the first experiment participated. They were randomly assigned to
either the network or spatial conditions.

Materials. Two lists were constructed from the set of 13 items used
in the network-organized list of Experiment [A. Unfortunately, it was
impossible to create a network list from the items that yielded the MDS-

organized list in Expcriment 1A (compare Figure | with Table 1).

The order of the items within the lists was determined as before. One
list was organized according to the network representation and the other
according to the spatial representation. The network-organized list was
identical to the list used in Experiment 1A and contained pairs of items
that were linked, but distant in MDS (i.e., related-network pairs). The
new MDS-organized list was obtained by rearranging the items in the
nctwork list until the list contained pairs that were not linked in the
network, but which were close in the spatial representation (i.c., re-
lated-MDS pairs). The order that minimized MDS distance while
maintaining the “not linked” criterion was selected as optimal. This
new MDS list is presented in the last column of Table 1. The average
distance for the new MDS list was 15.3. Although this distance was
greater than the average distance for the MDS-organized list used in
Experiment 1A (9.3), it was the minimum distance that could be
achieved with the restricted set of items and was still less than the mean
distance (21.9) for the network list. Thus, the resulting list was the opti-
mal MDS list for this set of items.

Procedure. Except for the change in conditions, all procedures were
identical to Experiment IA.

® Trial 1
O Trial 2
N Trial 3

1 2 a
Position

100 [
90
80}

MDS

Mean percent items recalled

60|
50 ¢
40

® Trial 1
O Trial 2
W Trial 3

20}
10}
0 . N . .

1 2 3 4
Position

Figure 4. Serial position curves for the network-organized and
MDS-organized conditions in Experiment 1B.

Results and Discussion

The number of trials to the first perfect recall was analyzed.
Mean number of trials to criterion was 4.7 for the network
group and 8.0 for the MDS group, (38) =3.51,SE = .96, p <
-001. Even when materials were held constant, the superiority
of the nctwork organization over the MDS organization in
terms of acquisition time persisted.

Asin Experiment 1A, an analysis of variance was performed
on number of items recalled over 18 trials for cach of the two
lists. Again, the main effect of trials was significant as was the
main effect of list, K1, 38) = 531, MS, = 1.73, p < .05, and
the trial by list interaction, F(17, 646) = 2.1, MS, = 1.83, p<
.05. In general, subjccts’ recall performance improved over tri-
als, subjects in the network condition recalled more items than
subjects in the MDS condition, and list cffects were greatest in
the first few trials.

Analysis of scrial position effects over the first three trials re-
vealed significant effects of trial, position, and trial by position.
However, the position by list interaction, F(3, 1 14) = 3.28,
MS. = .11, p < .05, and the position by list by trial interaction,
K6, 228) = 2.16, MS, = .05, p < .05, were also statistically
significant. Serial position curves for the network and MDS lists
are presented in Figure 4. The position by list interaction was
caused by a greater advantage of the network list over the MDS



545 N. COOKE, F. DURSO, AND R. SCHVANEVELDT

list in the middle positions than in the beginning and end posi-
tions. The three-way interaction was due to the fact that the
position effect (i.e., primacy) tended to dissipate over trials in
the network condition much faster than it did in the MDS con-
dition. Consequently, by the third trial, items in all four posi-
tions were recalled almost equally well by those in the network
condition, whereas there was still a large primacy effect in the
MDS condition. These results support earlier conclusions that
the MDS disadvantage is caused by problems in chaining the
items or chunks of items together in serial order.

Experiment 2

It is possible that the advantage of the network list organiza-
tion over the MDS organization was due to the serial recall re-
quired of the subjects. Perhaps the local relations inherent in
the network structure lend themselves well to serial recall. Al-
though the functional “stimulus™ for serial learning is not
merely the preceding word (e.g., Young, 1961), requiring the
subjects to learn the list in order may increase the likelihood
that local relations will prove effective in generating the next
word to be recalled. On the other hand, although spatial repre-
sentations, which emphasize global relations, did not appear to
benefit ordered recall, they did appear to facilitate chunking
and might yield large benefits when a subject is free to recall a
list in any order.

If the network structure generated by Pathfinder captures un-
derlying organization in memory, then not only should a net-
work organization facilitate serial recall, but in addition, the
network structure should be revealed in free-recall organiza-
tion. That is, we should be able to predict organization in free
recall from the network organization of the concepts. Tech-
niques have been developed to derive memory representations
from free-recall order (Friendly, 1977; Reitman & Rueter,
1980). Thus, the network and MDS representations can be
compared to the structure obtained from free-recall order. It is
also of interest to compare the performance of the MDS and
network solutions in predicting recall organization to the pre-
dictive performance of the original ratings from which they
were derived. Are the representations derived from the ratings
more accurate in predicting recall order than are the original
ratings?

In Experiment 2 subjects were presented with random pre-
sentations of a list of 13 items and were allowed to recall the
list in any order. Proximities derived from the subjects’ recall
organization were then compared to the ratings and derived
MDS and network representations.

Method

Subjects. In Experiment 2, 60 introductory psychology students
from New Mexico State University volunteered in partial fulfillment of
a research familiarization requirement.

Materials. Stimuli were the same 13 items used to construct the lists
in Experiment 1B. Instead of constructing ordered lists as in the previ-
ous experiments, the 13 items were randomly ordered on each trial.

Procedure. All 60 subjects were presented with the same set of 13
items in a free-recall task. The instructions stated that a list of 13 items
would be presented one at a time and that the task was to recall the
items out loud in any order. The subjects were told that recall trials
would continue until they had recalled all 13 items correctly at least one

time. The presented list was randomized for each trial. The experi-
menter recorded the order in which the subject recalled the items on
each trial. Other than these changes, procedures were identical to those
of Experiment 1A,

Results and Discussion

Proximity analysis of free recall. In order to compare the
subjects’ free-recall organization to the organization revealed in
ratings, networks, and MDS solutions, comparable representa-
tions of these factors were required. Friendly (1977) and Reit-
man and Rueter (1980) both described techniques for deriving
structural representations of memory from recall order. Reit-
man and Rueter derived a tree structure from multiple recall
orders. This technique required multiple perfect recall trials,
some of which were initially cued with one of the items. In addi-
tion to being constrained by specific recall procedures, the Reit-
man and Rueter technique generated a specific type of tree
structure.

Friendly (1977) described a more general procedure which
generated proximities from free-recall order. These proximities
are similar to the original rating proximities used to derive the
spatial and network structures in this study. A variation of
Friendly’s technique was applied to the free-recall data in this
experiment. The recall proximities were the number of other
items intervening between the members of pairs of items in the
recalled list. For example, if a four-item list was recalled in the
order a-b-c—d, then the proximity of a and b would be 0, a and
c=1l,aandd=2,bandc=0,bandd = l,andcandd =0. A
set of proximities of this type was generated for each subject
from the recall order on the first perfect trial. Whereas Friendly
averaged proximities over several trials for each subject, in this
study the proximities were averaged over subjects to obtain a
single set of proximities that represented average recall organi-
zation. .

MDS and network proximities. Sets of proximities compara-
ble to the recall proximities and original rating proximities
were also derived from the spatial and network representations.
The spatial proximities were obtained by calculating all pair-
wise Euclidean distances in the solution space. Thus, each MDS
proximity corresponded to the distance between members of a
specific pair in the MDS solution. In Experiments 1A and 1B
the ALSCAL program was used to generate a three-dimensional
MDS solution. In this experiment six different MDS solutions
were generated in order to generalize the results to several
different cases. The solutions differed from each other in the
specific algorithm used to generate the solution (ALSCAL,
Kruskal-Young-Shepard-Torgerson (KYST; Kruskal & Wish,
1978), or Kruskal) and in the dimensionality of that solution
(three or four).

Three different network structures were also generated from
the rating data. They differed in the complexity of the network
(minimal, optimal, or parallel) which was determined by the
way in which path length was computed. The minimal network
was the simplest network produced by Pathfinder and resulted
from computing path length with Minkowski r = cc and the
maximum number of links in a path = 24, Because there was
one tie in the data, this network consisted of 25 links. The opti-
mal network was a network consisting of 30 links that resulted
when Minkowski r = 5 and maximum number of links in a
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path = 3. This network was labeled “optimal” simply because it
accounted for 65% of the variance in the empirical judgments
and better fits required many more links. In contrast, networks
with fewer links fit the data much more poorly (sce Schvane-
veldt et al., 1985). The parallel network was the same network
that was used in the first two experiments. This network was
derived by using the parallel method (described carlier) of de-
fining path length as opposed to the Minkowski r-metric. The
parallel network had 37 links.

The network proximities for these three networks were ob-
tained by either an additive method or a parallel method. Ac-
cording to the additive method, proximities were equal to the
length of the minimum-length path connecting each pair of
nodes in the network. The path lengths were computed by sum-
ming the weights (the original pair-wise ratings) of the links in
the path. The parallel method for computing proximities is re-
lated to the parallel method for defining path length. For each
pair of items the proximity was equal to the shortest parallel
path length between the corresponding nodes, where parallel
path length was determined as previously discussed (i.e., the
maximum summed distance to a node on the path). Thus, there
were six network solutions, three structures by two proximity
transformations.

There were 78 (13 taken two at a time) proximities derived
from free recall because the list to be recalled consisted of 13
items. The subsct of 78 proximities corresponding to these 13
items was extracted from each of the rating, MDS, and network
proximities. Therefore, the following analyses were performed
on 14 sets of 78 proximities derived from free recall, ratings,
the six network solutions, and the six MDS solutions.

Relation between recall organization and memory represen-
tations. An examination of scatter plots of each of the indepen-
dent variables: ratings, network proximities, and MDS proxim-
ities against recall proximities revealed no obvious nonlinear
relations between any of the independent variables and recall,
Thus, linear correlations should provide information about the
relations between recall organization and the various measures
of organization. The mean correlations that are reported were
derived by first performing a Fisher’s Z transformation on the
individual correlations, calculating a weighted average of the
Zs, and transforming the result back to an r (McNemar, 1962).
Correlations among recall, ratings, networks, and MDS prox-
imities are presented in Table 2.

All of the correlations reported in this matrix were significant
at the .05 level with 76 degrees of freedom, except the four un-
derlined correlations. It should be noted that each of the nonsig-
nificant correlations was between particular network and MDS
solutions. In addition, correlations between the ratings and the
various network and spatial solutions provided an estimate of
goodness of fit to the original data for that particular solution.

Of particular interest were the correlations of the network
and spatial solutions with recall. The highest correlation (r=
.58) was between recall and the optimal network with parallel
proximities and the lowest corrclation was between recall and
the three-dimensional KysT MDS solution (r = .35). It should
be noted that even the highest recall-MDS correlation (r=.50)
was slightly lower than the lowest recall-network correlation
(r=.53). Although ratings, network proximities, and MDS
proximities each correlated significantly with recall, they were
also correlated with each other, The independent contributions

of these measures of organization were examined with partial

_correlations.

Because ratings were used to derive the network representa-
tions, it was not surprising that each of the sets of network prox-
imities was significantly correlatcd with the ratings, mecan
r(76) = .592, range = .397 t0 .759. These correlations, coupled
with the significant correlation between ratings and recall,
r(76) = .555, might account for the significant correlations be-
tween the various networks and recall, mean r(76) = .551,
range = .526 to .583. However, even when the effect of ratings
was removed from the network-recall correlations, the six par-
tial correlations between network and recall proximities were
all statistically significant, mean r network, recall/ratings (75) =
.345, p < .01, range = .260 (parallel network with additive prox-
imities) to .401 (minimal network with parallel proximitics).
This result suggests that the network proximitics contained in-
formation relevant to recall organization that was not dircctly
available in the original ratings.

Like the network represcntations, the MDS representations
were also derived from ratings and thus, were significantly cor-
related with the original ratings, mcan r(76) = .811 range =
-742 10 .859. When the effect of ratings was removed from the
six MDS-recall correlations, the resulting partial correlations
were close to zero, mean r MDS, recall/ratings (75) = -.004,
range = —.119 to .048. Thus, in contrast to the network prox-
imities, the MDS proximities werc not independently predic-
tive of recall. These low partial correlations could be attributed
to the fact that the MDS solutions all correlated relatively well
with ratings and thus, were greatly affected by removal of the
ratings. In general, the proximities derived by MDS were pre-
dictive of recall to the extent that they conveyed the same infor-
mation as the ratings. On the other hand, the network proximit-
ies contained predictive information about recall organization
that was not shared with the ratings.

Because the MDS and Pathfinder procedures highlight
different aspects of the rating data, it is reasonable to assume
that the proximities derived from the two procedures would
differ. To determine whether the network and MDS representa-
tions shared common features other than the original ratings,
the rating effect was partialed out of the 36 different MDS-nct-
work correlations. The resulting mcan partial correlation, r
MDS, network/ratings (75) = .02, was not significant suggesting
that the MDS and Pathfinder procedures did indeed generatc
distinct structures. It should be notcd, however, that 7 of the 36
partial correlations were significant at the .05 level, range of r
MDS, network/ratings (75) = —.248 to .375. Interestingly, four
of these correlations involved the three-dimensional Kruskal
MDS solution suggesting that this solution was most like the
network representations. On the other hand, the fact that this
particular MDS solution shared some features with the network
did not improve its correlation with the recall data, r Kruskal
3-D, recall/ratings (75) = .018, p> .05. In general, these results
indicate that most rclations between the two types of structurcs
can be attributed to the shared ratings.

On the basis of the above results, it appears that the networks
had propertics that were predictive of recall. At least some of
these properties were not shared by the ratings, and thus were
not shared by MDS (because most MDS solutions had only the
ratings in common with the networks and for the few MDS solu-
tions that had more in common with the networks, the shared
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Table 2
Intercorrelations of Recall, Rating, Network, and MDS Proximities
Rating Network MDS
Proximities 2 3 4 5 6 7 8 9 10 11 12 13 14
I. Recall .56 .53 .53 54 .58 .56 58 41 .50 35 49 42 48
2. Rating _ 44 .40 .69 .60 .76 .60 .75 .86 75 .86 .74 .86
Network
3. MA — 98 70 74 64 74 .19 39 18 40 38 .36
4. MP — .66 75 .60 75 .19 37 A7 37 37 33
5. OA — 95 .88 .90 43 .60 42 .59 .69 .60
6. OP — .82 .96 .40 .56 .37 .55 .64 .55
7. PA —_— .85 47 .66 48 .66 .70 .66
8. PP — 43 .58 41 57 .64 .58
MDS
9. A3 _ .89 97 .87 .60 .87
10. A4 —_— 90 97 77 97
1. K3 . — 91 .60 .90
12, K4 ~ —_ .72 .98
13. R3 —_ 73
14. R4 —_

Note. Underlined correlations failed to reach significance at the .05 level. For the six networks, the first letter corresponds to the particular type of

network structure (M = minimal, O

P = parallel). For the six MDS solutions, the first letter indicates the MDS algorithm that was used
number following it refers to the number of dimensions chosen for that solution (3

features did not appear relevant to recall). Proximities derived
from MDS had no predictive properties that were not shared
by the ratings.

It was of interest to determine whether the ratings accounted
for variance in recall organization that was not accounted for by
the networks or MDS solutions. For instance, a network might
contain all of the predictive information contained in the rat-
ings along with its independent information. However, when the
effects of all six networks were partialed out of the rating-recall
correlation, the partial correlation was significant, r rating, re-
call/all networks (70) = .33, p < .01, suggesting that there was
predictive information in the ratings not accounted for by the
network. Similarly, MDS might contain all of the predictive in-
formation that is contained in the ratings. Again, the partial
correlation between ratings and recall with the MDS effects
eliminated suggested that this was not true, r ratings, recall/all
MDS solutions (70) = .203, p < .05. Thus, the ratings contained
information about recall that was not completely accounted for
by either the network solutions or the MDS solutions.

General Discussion

This study supplies additional evidence for the role of organi-
zation in recall. Although all of the lists used in the serial recall
experiments, including the control lists, were composed of con-
cepts from a coherent domain, when (network) organization
was imposed on these “related” concepts by the experimenter,
learning was facilitated. Thus, “fine-grained” organization im-
posed on a list of items from a coherent domain can aid acquisi-
tion. In addition, this fine-grained organization was apparent
in a free-recall paradigm. The organization imposed on the
items by subjects corresponded to the organization revealed by
the network,

More important, these experiments suggest that perceived re-

= optimal, P = parallel) and the second letter refers to the method used to derive proximities (A = additive,

(A = ALSCAL, K = KYST, R = Kruskal) and the
= three dimensions, 4 = four dimensions).

latedness between members of the list contains information
useful in recall, provided the appropriate scaling algorithm is
used to extract that information. The network captured more
of the information useful in recall than did MDS, Lists derived
from network solutions were learned more rapidly than a con-
trol list and more rapidly than a list derived from a spatial solu-
tion for the same rating data. The list derived from a spatial
solution was not learned more rapidly than the control list, al-
though overall more items were recalled in the spatial list than
in the control list, suggesting that subjects had problems order-
ing the items in the spatial list. However, the advantage of the
network-organized lists cannot solely be attributed to the serial
nature of the task. In a free-recall paradigm, proximity of con-
cept pairs in networks was a better predictor of free recall orga-
nization than MDS proximities. Furthermore, this result was
replicated in a total of six different MDS solutions and six
different networks, suggesting that the predictive success of net-
works was not merely due to idiosyncratic features of particular
MDS solutions or networks.

The finding that MDS proximities were not by themselves
good predictors of recall seems to be somewhat at odds with
findings discussed earlier in this paper. Caramazza et al., (1976)
obtained significant correlations between similarity ratings and
recall organization. They also indicated that correlations of
MDS proximities and recall were of similar magnitude. These
results are comparable to the correlations obtained in Experi-
ment 2 of this study between ratings and recall and between the
various MDS solutions and recall. All of these correlations were
statistically significant. On the other hand, eliminating effects
of the ratings greatly reduced the MDS-recall correlation. Con-
sequently, the results of the present study replicated those of
Caramazza et al. in finding significant correlations between
both ratings and recall and MDS and recall. In addition, the
present study extended these findings to include a comparison
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of ratings and MDS with the network. Furthermore, when the
influence of the ratings was eliminated from the correlations of
MDS and network proximitics with recall organization, only
the network correlated significantly with recall.

The finding that the network proximitics were predictive of

recall organization independently of the original ratings merits
some discussion. Whereas one purpose of scaling techniques
such as ALSCAL and Pathfinder is to represent complex concep-
tual relations in a simpler fashion (rather than a set of ratings),
another goal of such techniques is to extract psychologically
valid information about the structure of memory that is not
present in the original data. In other words, the general goal is
to reduce the data by highlighting the most critical information.
The Pathfinder algorithm appears to be successful in accom-
plishing both goals. It generated networks that represcnted
complex data and it extracted information related to recall or-
ganization. The spatial solution simplified the complex rating
data, but therc was no evidence that any additional information
was contained in the location of concepts in multidimensional
space. .
It is possiblc that the advantage of lists organized according
to the network in the first experiment was due to the extra infor-
mation that was present in the network that was not present
in MDS. It is interesting to speculate about the content of this
additional information. The network proximitics were derived
from combinations of ratings between related pairs of items and
consequently, judgments about related pairs of items were em-
phasized over judgments about less related pairs. Perhaps sub-
Jects produce more accurate estimates of proximity for related
items than for unrelated items and thus, the focus on the ratings
of related pairs is psychologically meaningful. Therefore, the
extra network information may be the result of this meaningful
focus on information from related pairs of items.

The correlations between recall and the various rcpresenta-
tions not only suggested general differences between network
and spatial rcpresentations, but they also pointed to specific
differences among various types of networks and various types
of spatial solutions. For instance, it is surprising that the net-
work with the highest partial correlation with recall removing
the ratings effect (the minimal network with parallel proximi-
ties) was also the simplest of the three types of networks gener-
ated. The fact that this particular network was correlated least
with ratings and was thus, least affected by removal of the rat-
ings, could account for the size of the partial correlation. In
addition, across all three types of networks, this same partial
correlation was greater with parallel proximities than with ad-
ditive proximities. This latter result supports a spreading acti-
vation notion of semantic distance.

The results of this study also suggest advantages in combining
information from a variety of representational techniques.
There was information in the original ratings that was relevant
to recall organization that was not revealed by the MDS repre-
sentation or the network representation. On the basis of the par-
tial correlations obtained in the second experiment, it appears
that maximum prediction of free recall organization could be
achieved with a combination of information from the network
proximities and ratings,

Possible extensions of this research involve the comparison
of structural representations using evidence from other tasks
such as semantic priming, completion of analogies, and catego-

rization judgments. Tasks such as categorization judgments and
analogy completion secm to require a more global analysis of
the concepts than does recall. Perhaps MDS represents re-
lations among concepts that are predictive of tasks other than
recall. As mentioned before, several studics have found signifi-
cant correlations between MDS and tasks involving category
judgments or analogy complctions. The extent to which the net-
work representation can account for performance in these tasks
is an issue for future rescarch. At any rate, a representation of
memory should reveal information that is useful in a variety of
tasks involving memory organization.

In conclusion, the Pathfinder algorithm provides a useful ai-
ternative to spatial models of organization, without restricting
the results to strictly hicrarchical structures. Our data provide
cvidence for the value of the resultant network structures, and
suggest, at least for the tasks considered here, that these struc-
tures are capable of extracting information important for re-
call. Organization as defined by a nctwork proved to be more
effective in facilitating Icarning than organization defined by a
spatial configuration. Also, organization as defincd by a net-
work more closcly resembled subjects’ organization in free re-
call than organization defined by MDS.
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