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#### Abstract

Recently, Tian and Friedman et al. developed a mathematical model on brain tumour recurrence after resection [J.P. Tian, A. Friedman, J. Wang and E.A. Chiocca, Modeling the effects of resection, radiation and chemotherapy in glioblastoma, J. Neuro-Oncol. 91(3) (2009), pp. 287-293]. The model is a free boundary problem with a hyperbolic system of nonlinear partial differential equations. In this article, we conduct a rigorous analysis on this hyperbolic system and prove the local and global existence and uniqueness of the solution. It is well known that most nonlinear free boundary problems are impossible to solve in terms of explicit analytical solutions. In contrast, the free boundary problem in this study is solvable, and the explicit solution is found using the backward characteristic curve method. This explicit solution is then validated by numerical simulation results. An interesting finding in this study is that the problem can be treated as a hyperbolic system defined on an infinite domain where the initial condition has a first-type discontinuity.
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## 1. Introduction

A variety of partial differential equation (PDE) models for tumour growth have been developed over the last few decades. For a recent review, we refer to [1]. These models are generally based on mass conservation laws and reaction-diffusion processes for cell densities. The surface of the tumour is a free boundary which evolves in time, and one central task in tumour modelling is to determine the motion of the free boundary so as to predict the tumour growth pattern.

The brain tumour, i.e. glioblastoma multiforme, is the most aggressive one among solid tumours. The life expectancy from the time when it is diagnosed is typically 1 year. There have been several interesting models to describe its growth

[^0]pattern and possible therapies (e.g. [2-5]). Each model has its own strength and specific focus. However, a common feature among most (if not all) of these models is that they are not analytically solvable due to the strong nonlinearity of the PDEs and the presence of an unknown moving surface. Meanwhile, the existence and uniqueness of the solutions to these models are usually difficult to establish. Hence, these works have to heavily rely on numerical simulation to obtain essential information on tumour evolution. Design of accurate and stable numerical methods for nonlinear moving boundary problems is generally a nontrivial task; if not carefully implemented, numerical errors from the simulation could easily mask the true effects of the biological processes. Furthermore, since the analytical solutions cannot be found, the only means to validate the numerical results would be the comparison with experimental measurements which are usually limited in scope, and, may not even be available in some situations.

In contrast to the afore-mentioned studies, a glioblastoma regrowth model recently developed in [6] presents an example of solvable hyperbolic free boundary problems. This work integrates different treatments of patients by surgery, radiotherapy and chemotherapy, with model parameters chosen in such a way that the simulation results fit the patient data analysis reported in [7-9]. Based on the numerical prediction, the model suggests certain combinations of treatment protocols that can give patients maximal survival time. However, neither effort was made in [6] to mathematically analyse the model, nor to seek its exact solution, due to the biomedical focus of that work.

In this article, we will conduct a rigorous analysis on the model proposed in [6] so as to improve our understanding of the tumour growth mechanism revealed in this model. Specifically, we will prove the local existence and uniqueness of the solution by the Banach fixed point theorem, and then extend the local solution to the global solution. We will then determine the explicit solution by using the backward characteristic curve method. An interesting finding is that the original free boundary problem can be reformulated as a fixed boundary problem defined on an infinite domain with discontinuous initial condition. To our knowledge, this analytical treatment of nonlinear free boundary problems is new, and the type of the exact solution we obtain in this article has never been published before. This study will not only confirm the numerical prediction in the original work [6], but also shed light on further analysis for problems of this type towards better understanding the complicated phenomena of tumour growth.

We organize the remainder of this article as follows. In Section 2, we present the tumour model and perform a series of transformations to facilitate the analysis. In Section 3, we prove the existence and uniqueness of the solution for both local and global domains. In Section 4, we derive the exact solution in explicit form. In Section 5, we provide numerical simulation results to validate the analytical solution. Finally, we close this article by some discussion.

## 2. Model and transformation

The model in [6] describes a spherical tumour regrowing after surgical resection. The tumour contains tumour cells $(x)$ and necrotic cells $(y)$. The variable $x$ represents the number density of tumour cells (i.e. the number of tumour cells in $1 \mathrm{~mm}^{3}$ ); the variable $y$ represents the number density of necrotic cells. It is assumed that the
number density of cells in tumour is a constant [3], that is, $x+y=$ number of cells in $1 \mathrm{~mm}^{3}$, which is $\theta=10^{6}$ [10]. New tumour cells are produced by proliferation, and they transit to necrotic cells by lysis. The proliferation and removal of cells cause a movement of cells within the tumour, with a convection term, for tumour cells $x$, in the form $\frac{1}{r^{2}} \frac{\partial}{\partial r}\left[r^{2} u(r, t) x(r, t)\right]$, where $u(r, t)$ is the radial velocity. By mass conservation law,

$$
\begin{align*}
& \frac{\partial x(r, t)}{\partial t}+\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} u(r, t) x(r, t)\right)=\lambda x(r, t)-\delta x(r, t),  \tag{1}\\
& \frac{\partial y(r, t)}{\partial t}+\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} u(r, t) y(r, t)\right)=\delta x(r, t)-\mu y(r, t) .
\end{align*}
$$

By adding these two equations together, it gives the equation for the radical velocity:

$$
\begin{equation*}
\frac{\theta}{r^{2}}\left(\frac{\partial}{\partial r} r^{2} u\right)=(\lambda+\mu) x(r, t)-\mu \theta \tag{2}
\end{equation*}
$$

The tumour radius evolves according to

$$
\begin{equation*}
\frac{\mathrm{d} R}{\mathrm{~d} t}=u(R(t), t) \tag{3}
\end{equation*}
$$

It is assumed that after resection there is a small shell of tumour left,

$$
\begin{equation*}
x(r, 0)=c \theta, \quad \text { for } \quad R_{*} \leq r \leq R_{0} . \tag{4}
\end{equation*}
$$

The above model does not include radiotherapy and chemotherapy. If the standard radiotherapy is administered over a time period of 6 weeks with $6 \leq t \leq 12$ and the temozolomide is given during the weeks of $6 \leq t \leq 40$, equations in (1) are replaced by

$$
\begin{align*}
& \frac{\partial x(r, t)}{\partial t}+\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} u(r, t) x(r, t)\right)=(\lambda-\delta) x(r, t)-(A \rho(t)+B \tau(t)) x(r, t),  \tag{5}\\
& \frac{\partial y(r, t)}{\partial t}+\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} u(r, t) y(r, t)\right)=\delta x(r, t)+(A \rho(t)+B \tau(t)) x(r, t)-\mu y(r, t),
\end{align*}
$$

where $\rho(t)$ and $\tau(t)$ represent radiotherapy and chemotherapy, respectively, and are prescribed by (see [6]):

$$
\rho(t)=\left\{\begin{array}{ll}
1, & \text { if } 6 \leq t \leq 12 ; \\
0, & \text { otherwise. }
\end{array} \quad \tau(t)= \begin{cases}1, & \text { if } 6 \leq t \leq 12 \\
2, & \text { if } 16 \leq t \leq 20 \\
8 / 3, & \text { if } 20<t \leq 28 \\
0, & \text { otherwise }\end{cases}\right.
$$

Below, we first transform this model for the ease of analysis.
Notice $\alpha(t):=\lambda-\delta-A \rho(t)-B \tau(t)$. We will treat $\alpha(t)$ as a step function or constant. We apply the following minor change of notations:

$$
\tilde{x}(r, t)=x(r, t) / \theta \quad \beta=\lambda+\mu,
$$

and the system becomes

$$
\begin{cases}\frac{\partial \tilde{x}(r, t)}{\partial t}+\frac{1}{r^{2}} \frac{\partial}{\partial t}\left(r^{2} u(r, t) \tilde{x}(r, t)\right)=\alpha \tilde{x}(r, t), & R_{*} \leq r \leq R(t), t \geq 0 \\ \frac{1}{r^{2}} \frac{\partial}{\partial t}\left(r^{2} u(r, t)\right)=\beta \tilde{x}(r, t)-\mu, & R_{*} \leq r \leq R(t), t \geq 0, \\ u\left(R_{*}, t\right)=0, & t \geq 0, \\ \frac{\mathrm{~d} R(t)}{\mathrm{d} t}=u(R(t), t), & t \geq 0,\end{cases}
$$

with the initial conditions: $R(0)=R_{0}, \tilde{x}(r, 0)=c$, for $R_{*} \leq r \leq R(0)$. Here the second equation is also replaced by the sum of the first two equations.

To get rid of all $r^{2}$ or $r$ terms, we introduce the 'volume speed':

$$
v(r, t):=r^{2} u(r, t)
$$

The system then becomes

$$
\begin{cases}\frac{\partial \tilde{x}(r, t)}{\partial t}+\frac{1}{r^{2}} \frac{\partial}{\partial t}(v(r, t) \tilde{x}(r, t))=\alpha \tilde{x}(r, t), & R_{*} \leq r \leq R(t), t \geq 0, \\ \frac{1}{r^{2}} \frac{\partial v(r, t)}{\partial t}=\beta \tilde{x}(r, t)-\mu, & R_{*} \leq r \leq R(t), t \geq 0, \\ v\left(R_{*}, t\right)=0, & t \geq 0, \\ R(t)^{2} \frac{\mathrm{~d} R(t)}{\mathrm{d} t}=v(R(t), t), & t \geq 0,\end{cases}
$$

with the initial conditions: $R(0)=R_{0}, \tilde{x}(r, 0)=c$, for $R_{*} \leq r \leq R(0)$.
Then we apply the following change of variables:

$$
\begin{aligned}
s & :=r^{3}, \\
V(t) & :=R(t)^{3}, \\
V_{*} & :=R_{*}^{3}, \\
V_{0} & :=R_{0}^{3}, \\
\omega(s, t) & :=3 v(\sqrt[3]{s}, t) .
\end{aligned}
$$

By abusing notations, we redefine ' $x$ ' as function $\tilde{x}$ in terms of variable $s$ :

$$
x(s, t):=\tilde{x}(\sqrt[3]{s}, t)
$$

Then we have

$$
\begin{aligned}
& \frac{\partial \omega(s, t)}{\partial s}=3 \frac{\partial}{\partial s} v(\sqrt[3]{s}, t)=\frac{\partial v(r, t)}{\partial r} s^{-\frac{2}{3}}=v_{r}(r, t) r^{-2}, \\
& \frac{\partial x(s, t)}{\partial s}=\frac{1}{3} \frac{\partial \tilde{x}(r, t)}{\partial r} s^{-\frac{2}{3}}=\frac{1}{3} \frac{\partial \tilde{x}(r, t)}{\partial r} r^{-2}, \\
& \frac{\mathrm{~d} V(t)}{\mathrm{d} t}=\frac{\mathrm{d}}{\mathrm{~d} t}\left(R(t)^{3}\right)=3 R(t)^{2} \frac{\mathrm{~d} R(t)}{\mathrm{d} t}=3 v(R(t), t)=\omega(V(t), t) .
\end{aligned}
$$

After the change of variables, the system becomes

$$
\begin{cases}\frac{\partial x(s, t)}{\partial t}+\frac{\partial}{\partial s}(\omega(s, t) x(s, t))=\alpha x(s, t), & V_{*} \leq s \leq V(t), t \geq 0 \\ \frac{\partial \omega(s, t)}{\partial s}=\beta x(s, t)-\mu, & V_{*} \leq s \leq V(t), t \geq 0, \\ \omega\left(V_{*}, t\right)=0, & t \geq 0, \\ \frac{\mathrm{~d} V(t)}{\mathrm{d} t}=\omega(V(t), t), & t \geq 0,\end{cases}
$$

with the initial conditions: $V(0)=V_{0}, x(s, 0)=c$, for $V_{*} \leq s \leq V(0)$. Substitute the second equation into the first one to obtain

$$
\frac{\partial x(s, t)}{\partial t}+\omega(s, t) \frac{\partial x(s, t)}{\partial s}=\beta x(s, t)(K-x(s, t)),
$$

where $K:=\frac{\alpha+\mu}{\beta}$, and $K<1$.
Thus, we have transformed the original system into the following system:

$$
\begin{cases}\frac{\partial x(s, t)}{\partial t}+\omega(s, t) \frac{\partial x(s, t)}{\partial s}=\beta x(s, t)(K-x(s, t)), & V_{*} \leq s \leq V(t), t \geq 0,  \tag{6}\\ \frac{\partial \omega(s, t)}{\partial s}=\beta x(s, t)-\mu, & V_{*} \leq s \leq V(t), t \geq 0, \\ \omega\left(V_{*}, t\right)=0, & t \geq 0, \\ \frac{\mathrm{~d} V(t)}{\mathrm{d} t}=\omega(V(t), t), & t \geq 0,\end{cases}
$$

with the initial conditions: $V(0)=V_{0}, x(s, 0)=\varphi(s)$, for $V_{*} \leq s \leq V(0)$. Here a more general initial condition $\varphi(s)$ will be considered.

## 3. Existence and uniqueness of solution

### 3.1. Landau's transformation

In the study of free boundary problems, we often find it convenient to transform problems into fixed domains. We transform the system (6) in the unknown domain $\left\{(s, t): V_{*} \leq s \leq V(t), t \geq 0\right\}$ into a system in the fixed domain $\{(\bar{s}, t): 0 \leq \bar{s} \leq 1, t \geq 0\}$ by using the following transformation:

$$
\bar{s}:=\frac{s-V_{*}}{V(t)-V_{*}}, \quad s=\left(V(t)-V_{*}\right) \bar{s}+V_{*} .
$$

We introduce the functions

$$
\begin{array}{ll}
\bar{x}(\bar{s}, t):=x\left(\left(V(t)-V_{*}\right) \bar{s}+V_{*}, t\right), & 0 \leq \bar{s} \leq 1, t \geq 0, \\
\bar{\omega}(\bar{s}, t):=\frac{\omega\left(\left(V(t)-V_{*}\right) \bar{s}+V_{*}, t\right)}{V(t)-V_{*}}, & 0 \leq \bar{s} \leq 1, t \geq 0 .
\end{array}
$$

Hence, we can replace functions in the system (6) with the following:

$$
\begin{aligned}
& x(s, t)=\bar{x}\left(\frac{s-V_{*}}{V(t)-V_{*}}, t\right)=\bar{x}(\bar{s}, t), \\
& \omega(s, t)=\left(V(t)-V_{*}\right) \bar{\omega}\left(\frac{s-V_{*}}{V(t)-V_{*}}, t\right)=\left(V(t)-V_{*}\right) \bar{\omega}(\bar{s}, t) .
\end{aligned}
$$

It follows:

$$
\begin{aligned}
& \frac{\partial x(s, t)}{\partial s}
\end{aligned}=\frac{\partial \bar{x}(\bar{s}, t)}{\partial \bar{s}} \frac{1}{V(t)-V_{*}}, \quad \begin{aligned}
\frac{\partial x(s, t)}{\partial t} & =\frac{\partial \bar{x}(\bar{s}, t)}{\partial t}-\frac{\partial \bar{x}(\bar{s}, t)}{\partial \bar{s}} \frac{s-V_{*}}{\left(V(t)-V_{*}\right)^{2}} V^{\prime}(t) \\
& =\frac{\partial \bar{x}(\bar{s}, t)}{\partial t}-\frac{\partial \bar{x}(\bar{s}, t)}{\partial \bar{s}} \bar{s} \bar{\omega}(1, t), \\
\frac{\partial \omega(s, t)}{\partial s} & =\frac{\partial \bar{\omega}(\bar{s}, t)}{\partial \bar{s}} .
\end{aligned}
$$

Substituting these expressions into the system (6) we have a new system:

$$
\begin{cases}\frac{\partial \bar{x}(\bar{s}, t)}{\partial t}+(\bar{\omega}(\bar{s}, t)-\bar{s} \bar{\omega}(1, t)) \frac{\partial \bar{x}(\bar{s}, t)}{\partial \bar{s}}=\beta \bar{x}(\bar{s}, t)(K-\bar{x}(\bar{s}, t)), & 0 \leq \bar{s} \leq 1, t \geq 0  \tag{7}\\ \frac{\partial \bar{\omega}(\bar{s}, t)}{\partial \bar{s}}=\beta \bar{x}(\bar{s}, t)-\mu, & 0 \leq \bar{s} \leq 1, t \geq 0 \\ \bar{\omega}(0, t)=0, & t \geq 0, \\ \frac{\partial V(t)}{\partial t}=\left(V(t)-V_{*}\right) \bar{\omega}(1, t), & t \geq 0,\end{cases}
$$

with an initial condition: $V(0)=V_{0}, \bar{x}(\bar{s}, 0)=\bar{\varphi}(\bar{s})$, for $0 \leq \bar{s} \leq 1$, where we define $\bar{\varphi}(\bar{s}):=\varphi\left(\left(V(t)-V_{*}\right) \bar{s}+V_{*}\right)$. We further define

$$
l(\bar{s}, t)=\bar{\omega}(\bar{s}, t)-\bar{s} \bar{\omega}(1, t)
$$

Then, the system (7) takes the following form:

$$
\begin{cases}\frac{\partial x(s, t)}{\partial t}+l(s, t) \frac{\partial x(s, t)}{\partial s}=\beta x(s, t)(K-x(s, t)), & 0 \leq s \leq 1, t \geq 0  \tag{8}\\ \frac{\partial \omega(s, t)}{\partial s}=\beta x(s, t)-\mu, & 0 \leq s \leq 1, t \geq 0, \\ \omega(0, t)=0, & t \geq 0, \\ \frac{\partial V(t)}{\partial t}=\left(V(t)-V_{*}\right) \omega(1, t), & t \geq 0,\end{cases}
$$

with an initial condition: $V(0)=V_{0}, x(s, 0)=\varphi(s)$. We dropped all bars for simplicity. Notice $\omega(s, t)$ (and hence $l(s, t)$ ) can be explicitly expressed in terms of $x(s, t)$ :

$$
\begin{gather*}
\omega(s, t)=\int_{0}^{s}(\beta x(\rho, t)-\mu) \mathrm{d} \rho  \tag{9}\\
l(s, t)=\int_{0}^{s}(\beta x(\rho, t)-\mu) \mathrm{d} \rho-\mathrm{s} \int_{0}^{1}(\beta \mathrm{x}(\rho, \mathrm{t})-\mu) \mathrm{d} \rho \tag{10}
\end{gather*}
$$

To prove the existence and uniqueness of the solution of the original free boundary system (6), it suffices to prove them for this fixed boundary system (8).

### 3.2. Local existence and uniqueness

In this subsection, we shall prove the existence and uniqueness of the solution to the system (8) for a small time $T>0$. The method we use is the Banach fixed point theorem (i.e. the contraction mapping theorem). We will define a complete metric function space $X_{T}$, and construct a mapping $\mathcal{F}$ from $X_{T}$ to itself. We then prove this mapping is a contraction mapping. The fixed point of this mapping is the solution of the system (8). The conclusion is the local existence and uniqueness theorem at the end of this subsection.

We introduce the space $X_{T}$ of pairs of functions $(V(t), x(s, t))$ defined for $0 \leq s \leq 1$, $0 \leq t \leq T$, where $T$ is a fixed positive small number, satisfying the following conditions:
(1) $V(t) \in C[0, T], V(0)=V_{0}, V(t) \geq 0$, and

$$
\left|V(t)-V_{0}\right| \leq \delta,
$$

where $\delta$ is a fixed number between 0 and $V_{0}-V_{*}$ (for instance, one may take $\left.\delta=\left(V_{0}-V_{*}\right) / 2\right)$;
(2) $x(s, t) \in C([0,1] \times[0, T]), x(s, 0)=\varphi(s) \geq 0$ and $\left|\varphi^{\prime}(s)\right|=M_{0}$, and

$$
0 \leq x(s, t) \leq \max _{0 \leq s \leq 1} \varphi(s)=1, \quad 0 \leq s \leq 1,0 \leq t \leq T .
$$

We take the metric $d$ in $X_{T}$ to be the uniform metric, i.e.

$$
d\left(\left(V_{1}, x_{1}\right),\left(V_{2}, x_{2}\right)\right)=\max _{0 \leq t \leq T}\left|V_{1}(t)-V_{2}(t)\right|+\max _{0 \leq s \leq 1,0 \leq t \leq T}\left|x_{1}(s, t)-x_{2}(s, t)\right| .
$$

Obviously, $X_{T}$ is a complete metric space.
Given a pair $(V(t), x(s, t)) \in X_{T}$, define $\omega(s, t)$ and $l(s, t)$ according to Equations (9) and (10), respectively, and consider the following two initial value problems:

$$
\begin{cases}\frac{\partial \tilde{x}(s, t)}{\partial t}+l(s, t) \frac{\partial \tilde{x}(s, t)}{\partial s}=\beta \tilde{x}(s, t)(K-\tilde{x}(s, t)), & 0 \leq s \leq 1,0 \leq t \leq T  \tag{11}\\ \tilde{x}(s, 0)=\varphi(s), & 0 \leq s \leq 1\end{cases}
$$

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} \tilde{V}(t)}{\mathrm{d} t}=\left(\tilde{V}(t)-V_{*}\right) \omega(1, t), \quad 0 \leq t \leq T,  \tag{12}\\
\tilde{V}(0)=V_{0}
\end{array}\right.
$$

Clearly, there exists a unique nonnegative solution of $\tilde{V}(t) \in C^{1}[0, T]$ :

$$
\tilde{V}(t)=\left(V_{0}-V_{*}\right) \exp \left(\int_{0}^{t} \omega(1, \tau) \mathrm{d} \tau\right)+V_{*}, \quad 0 \leq t \leq T .
$$

Since

$$
\omega(1, t)=\int_{0}^{1}(\beta x(\rho, t)-\mu) \mathrm{d} \rho \leq \beta+\mu,
$$

we have

$$
\begin{aligned}
\left|\tilde{V}(t)-V_{0}\right| & =\left|\left(V_{0}-V_{*}\right) \exp \left(\int_{0}^{t} \omega(1, \tau) \mathrm{d} \tau\right)+V_{*}-V_{0}\right| \\
& =\left(V_{0}-V_{*}\right)\left|\exp \left(\int_{0}^{t} \omega(1, \tau) \mathrm{d} \tau\right)-1\right| \\
& \leq\left(V_{0}-V_{*}\right)\left(\exp \left(\int_{0}^{t}(\beta+\mu) \mathrm{d} \tau\right)-1\right) \\
& =\left(V_{0}-V_{*}\right)(\exp (\beta+\mu) t-1) \\
& \leq\left(V_{0}-V_{*}\right)(\beta+\mu) t \exp (\beta+\mu) t \\
& \leq\left(V_{0}-V_{*}\right)(\beta+\mu) T \exp (\beta+\mu) T
\end{aligned}
$$

which is less than $\delta$ if $T$ is sufficiently small, namely $\tilde{V}(t)$ satisfies condition 1.
To solve for $\tilde{x}(s, t)$, we define the backward characteristic curve of Equation (11),

$$
\begin{equation*}
\tau=\tau(s, t), \quad 0 \leq s \leq 1,0 \leq t \leq T, \tag{13}
\end{equation*}
$$

which satisfies:

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} \tau(s, t)}{\mathrm{d} t}=l(\tau(s, t), t), \quad 0 \leq s \leq 1,0 \leq t \leq T  \tag{14}\\
\tau(s, 0)=s, \quad 0 \leq s \leq 1
\end{array}\right.
$$

Since $l(s, t)$ is continuous in $(s, t)$ and continuously differentiable in $\tau$, these curves are uniquely defined, satisfying $0<\tau(s, t)<1$ for $0<s<1,0 \leq t \leq T$, and $\tau(0, t)=0$, $\tau(1, t)=1$ for $0 \leq t \leq T$. From the system (14), we deduce an initial value problem

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t}\left(\frac{\partial \tau(s, t)}{\partial s}\right)=\frac{\partial}{\partial s}\left(\frac{\partial \tau(s, t)}{\partial t}\right)=\frac{\partial}{\partial s}\left(\frac{d \tau(s, t)}{d t}\right)=\frac{\partial l(\tau, t)}{\partial \tau} \frac{\partial \tau}{\partial s}  \tag{15}\\
\frac{\partial \tau(s, 0)}{\partial s}=1
\end{array}\right.
$$

which has the solution

$$
\frac{\partial \tau(s, t)}{\partial s}=\exp \left(\int_{0}^{t} \frac{\partial l}{\partial \tau}(\tau(s, \rho), \rho) \mathrm{d} \rho\right)
$$

Since

$$
\frac{\partial l(s, t)}{\partial s}=\frac{\partial \omega(s, t)}{\partial s}-\omega(1, t)=\beta x(\tau, t)-\mu-\omega(1, t)
$$

and $-\mu \leq \omega(1, t) \leq \beta-\mu$, we have

$$
-\beta \leq \beta x(\tau, t)-\mu-\omega(1, t) \leq \beta
$$

which implies

$$
e^{-\beta T} \leq \frac{\partial \tau(s, t)}{\partial s} \leq e^{\beta T}, \quad 0 \leq s \leq 1,0 \leq t \leq T
$$

It follows that the mapping $(s, t) \mapsto(\tau(s, t), t)$ is a one-one and onto correspondence of the region $[0,1] \times[0, T]$ to itself. Setting $\hat{x}(s, t)=\tilde{x}(\tau(s, t), t)$, the system (11) reduces to the initial value problem

$$
\begin{cases}\frac{\partial \hat{x}(s, t)}{\partial t}=\beta \hat{x}(s, t)(K-\hat{x}(s, t)), & 0 \leq s \leq 1,0 \leq t \leq T,  \tag{16}\\ \hat{x}(s, 0)=\tilde{x}(s, 0)=\varphi(s), & 0 \leq s \leq 1,\end{cases}
$$

which has the unique solution $\hat{x}(s, t)$ for any initial value $\varphi(s)$. It is easy to see $K<1$ is a stable equilibrium solution for any given $s$. If $\varphi(s)<K$, then $\hat{x}(s, t)$ increases with $t$ and approaches $K$. Then $0 \leq \hat{x}(s, t)<K$. When $\varphi(s)>K$, then $\hat{x}(s, t)$ decreases and approaches $K$. So, $1>\hat{x}(s, t)>K$. Therefore, $0 \leq \hat{x}(s, t) \leq 1$. Now let $\zeta=\zeta(\tau, t)$ be the inverse function of $\tau=\tau(s, t)$ for fixed $0 \leq t \leq T$, and let $\tilde{x}(s, t)=\hat{x}(\zeta(s, t), t)$. It is easy to see $0 \leq \tilde{x}(s, t) \leq 1$. Namely, $\tilde{x}(s, t)$ satisfies condition 2 .

We now define a mapping $\mathcal{F}: X_{T} \rightarrow X_{T}$, by $\mathcal{F}(V(t), x(s, t))=(\tilde{V}(t), \tilde{x}(s, t))$. To prove this mapping is a contraction mapping, we need to estimate the spatial derivative of $\hat{x}(s, t)$. Take the derivative with respect to $s$ on equations in (16), and consider the following initial value problem:

$$
\begin{cases}\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial \hat{x}(s, t)}{\partial s}\right)=\beta \frac{\partial \hat{x}(s, t)}{\partial s}(K-2 \hat{x}(s, t)), & 0 \leq s \leq 1,0 \leq t \leq T,  \tag{17}\\ \frac{\partial \hat{x}(s, 0)}{\partial s}=\varphi^{\prime}(s), & 0 \leq s \leq 1 .\end{cases}
$$

Since $\beta(K-2) \leq \beta(K-2 \hat{x}(s, t)) \leq \beta K$ and $K \leq 1$, the solution to this problem (17) satisfies

$$
\begin{aligned}
\varphi^{\prime}(s) e^{\beta(K-2) t} \leq \frac{\partial \hat{x}(s, t)}{\partial s} & =\varphi^{\prime}(s) e^{\beta \int_{0}^{t}(K-2 \hat{x}(s, t)) \mathrm{d} \tau} \leq \varphi^{\prime}(s) e^{\beta K t}, \\
\left|\frac{\partial \hat{x}(s, t)}{\partial s}\right| & \leq\left|\varphi^{\prime}(s)\right| e^{\beta K t} \\
& \leq M_{0} e^{\beta K t} \\
& \leq M_{0}+M_{0} \beta K T e^{\beta K T} .
\end{aligned}
$$

By our assumption on $T$ before, $T$ is sufficiently small, then it follows that

$$
\begin{equation*}
\left|\frac{\partial \hat{x}(s, t)}{\partial s}\right| \leq M_{0}+1 \tag{18}
\end{equation*}
$$

We now prove that $\mathcal{F}$ is a contraction map for a sufficiently small $T$. Let $\left(V_{i}, x_{i}\right) \in X_{T}$ for $i=1,2$ and set

$$
\begin{aligned}
\omega_{i}(s, t) & =\int_{0}^{s}\left(\beta x_{i}(\rho, t)-\mu\right) \mathrm{d} \rho, \\
l_{i}(s, t) & =\omega_{i}(s, t)-s \omega_{i}(1, t), \\
\left(\tilde{V}_{i}, \tilde{x}_{i}\right) & =\mathcal{F}\left(V_{i}, x_{i}\right), \\
d & =d\left(\left(V_{1}, x_{1}\right),\left(V_{2}, x_{2}\right)\right) .
\end{aligned}
$$

By direct calculations, we have

$$
\begin{aligned}
\left|\omega_{1}(s, t)-\omega_{2}(s, t)\right| & =\left|\int_{0}^{s} \beta\left(x_{1}(s, \rho)-x_{2}(s, \rho)\right) \mathrm{d} \rho\right| \leq \beta d \\
\left|l_{1}(s, t)-l_{2}(s, t)\right| & \leq\left|\omega_{1}(s, t)-\omega_{2}(s, t)\right|+s\left|\omega_{1}(1, t)-\omega_{2}(1, t)\right| \leq 2 \beta d
\end{aligned}
$$

Since

$$
\tilde{V}_{i}(t)=\left(V_{0}-V_{*}\right) \exp \left(\int_{0}^{t} \omega_{i}(1, \tau) \mathrm{d} \tau\right)+V_{*}, \quad 0 \leq t \leq T
$$

we have

$$
\begin{align*}
\left|\tilde{V}_{1}(t)-\tilde{V}_{2}(t)\right| & =\left(V_{0}-V_{*}\right)\left|\exp \left(\int_{0}^{t} \omega_{1}(1, \tau) \mathrm{d} \tau\right)-\exp \left(\int_{0}^{t} \omega_{2}(1, \tau) \mathrm{d} \tau\right)\right| \\
& \leq\left(V_{0}-V_{*}\right) \exp \left(\int_{0}^{t} \omega_{2}(1, \tau) \mathrm{d} \tau\right)\left|\exp \left(\int_{0}^{t}\left(\omega_{1}-\omega_{2}\right)(1, \tau) \mathrm{d} \tau\right)-1\right| \\
& \leq\left(V_{0}-V_{*}\right) \exp ((\beta+\mu) t) \exp (\beta \mathrm{d} t) \beta \mathrm{d} t \\
& \leq\left(V_{0}-V_{*}\right) \exp ((\beta+\mu) T) \exp (\beta \mathrm{d} T) \beta \mathrm{d} T \tag{19}
\end{align*}
$$

which is less than $\frac{1}{4} d$ if $T$ is sufficiently small.
Let $y=\tilde{x}_{1}-\tilde{x}_{2}^{4}$. Since

$$
\begin{cases}\frac{\partial \tilde{x}_{i}(s, t)}{\partial t}+l_{i}(s, t) \frac{\partial \tilde{x}_{i}(s, t)}{\partial s}=\beta \tilde{x}_{i}(s, t)\left(K-\tilde{x}_{i}(s, t)\right), & 0 \leq s \leq 1,0 \leq t \leq T, \\ \tilde{x}_{i}(s, 0)=\varphi(s), & 0 \leq s \leq 1\end{cases}
$$

we have

$$
\left\{\begin{array}{l}
\frac{\partial\left(\tilde{x}_{1}-\tilde{x}_{2}\right)}{\partial t}+l_{1} \frac{\partial\left(\tilde{x}_{1}-\tilde{x}_{2}\right)}{\partial s}+\left(l_{1}-l_{2}\right) \frac{\partial \tilde{x}_{2}}{\partial s}=\beta K\left(\tilde{x}_{1}-\tilde{x}_{2}\right)-\beta\left(\tilde{x}_{1}^{2}-\tilde{x}_{2}^{2}\right), \\
\left(\tilde{x}_{1}-\tilde{x}_{2}\right)(s, 0)=\varphi(s), \quad 0 \leq s \leq 1,
\end{array}\right.
$$

which is

$$
\left\{\begin{array}{l}
\frac{\partial y}{\partial t}+l_{1} \frac{\partial y}{\partial s}=\left(l_{2}-l_{1}\right) \frac{\partial \tilde{x}_{2}}{\partial s}+\beta y\left(K-\left(\tilde{x}_{1}+\tilde{x}_{2}\right)\right)  \tag{20}\\
y(s, 0)=\varphi(s), \quad 0 \leq s \leq 1
\end{array}\right.
$$

Notice that the right-hand side of Equation (20) is bounded:

$$
\begin{aligned}
\left|\left(l_{2}-l_{1}\right) \frac{\partial \tilde{x}_{2}}{\partial s}+\beta y\left(K-\left(\tilde{x}_{1}+\tilde{x}_{2}\right)\right)\right| & =\left|\left(l_{2}-l_{1}\right) \frac{\partial \tilde{x}_{2}}{\partial s}+\beta y\left(K-\left(\tilde{x}_{1}+\tilde{x}_{2}\right)\right)\right| \\
& \leq\left|l_{2}-l_{1}\right|\left|\frac{\partial \tilde{x}_{2}}{\partial s}\right|+\left|\beta y\left(K-\left(\tilde{x}_{1}+\tilde{x}_{2}\right)\right)\right| \\
& \leq 2 \beta\left(M_{0}+1\right) d+2 \beta(K+2) d .
\end{aligned}
$$

By integrating (20) along the characteristics determined by the equation $\frac{\mathrm{d} \tau}{\mathrm{d} t}=l_{1}(s, t)$ as before, we find

$$
|y| \leq\left(2 \beta\left(M_{0}+1\right)+2 \beta(K+2)\right) \mathrm{d} T
$$

When $T$ is small enough, we have

$$
\begin{equation*}
\left|\tilde{x}_{1}-\tilde{x}_{2}\right|=|y| \leq\left(2 \beta\left(M_{0}+1\right)+2 \beta(K+2)\right) \mathrm{d} T \leq \frac{1}{4} d . \tag{21}
\end{equation*}
$$

Combining (19) and (21), we have

$$
\begin{equation*}
d\left(\left(\tilde{V}_{1}, \tilde{x}_{1}\right),\left(\tilde{V}_{2}, \tilde{x}_{2}\right)\right) \leq \frac{1}{2} d\left(\left(V_{1}, x_{1}\right),\left(V_{2}, x_{2}\right)\right) . \tag{22}
\end{equation*}
$$

Therefore, $\mathcal{F}$ is a contraction mapping.
For the completion, we cite the Banach fixed point theorem [11].
Theorem 3.1 Let $(X, d)$ be a non-empty complete metric space. Suppose $T: X \rightarrow X$ is a contraction mapping on $X$, i.e. there is a positive real number $q<1$ such that

$$
d(T(x), T(y)) \leq q d(x, y)
$$

for all $x, y$ in $X$. Then the mapping $T$ admits one and only one fixed point $x^{*}$ in $X$, this means $T\left(x^{*}\right)=x^{*}$.

Applying the Banach fixed point theorem to the space ( $X_{T}, d$ ) with the mapping $\mathcal{F}$, we then have the following theorem of the local existence and uniqueness of solution of the system (8).
Theorem 3.2 Given $0<\delta \leq\left(V_{0}-V_{*}\right) \leq \frac{1}{\delta}$ and

$$
0 \leq \varphi(s) \leq 1, \quad \max _{0 \leq s \leq 1} \varphi^{\prime}(s) \leq M_{0}
$$

the system (8) has the unique solution for $0 \leq s \leq 1$ and $0 \leq t \leq T$, where $T$ is sufficiently small and may depend on $\delta$ and $M_{0}$.

### 3.3. Global existence and uniqueness

In this subsection, we will extend the solution of the system (8) for $0 \leq t \leq T$ step-bystep to all $t>0$. The result is the following theorem.

Theorem 3.3 The system (8) has the unique solution for $0 \leq s \leq 1$ and $0 \leq t<\infty$, and it has properties

$$
\begin{gather*}
0 \leq x(s, t) \leq 1  \tag{23}\\
V_{*}+e^{-\mu t} \leq V(t) \leq V_{*}+e^{(\beta+\mu) t} . \tag{24}
\end{gather*}
$$

The Theorem (3.2) establishes the solution of the system (8) for a small time. If the following proposition can be proved, then the solution can be extended step-by-step to all $t>0$.

Proposition 3.1 For arbitrary $T>0$, if the solution of the system (8) exists for $0 \leq t \leq T$, then the a priori estimates (23), (24) and

$$
\begin{equation*}
\left|\frac{\partial x(s, t)}{\partial s}\right| \leq M \tag{25}
\end{equation*}
$$

hold for $0 \leq s \leq 1,0 \leq t \leq T$, where $M$ is a positive constant which may depend on $T$.
Proof The a priori estimates (23) is a consequence the initial value problem (16), and the a priori estimates (25) is a consequence of the initial value problem (17). We only need to prove a priori estimates (24). Since

$$
\frac{\mathrm{d} V(t)}{\mathrm{d} t}=\left(V(t)-V_{*}\right) \omega(1, t), \quad t \geq 0
$$

we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \ln \left(V(t)-V_{*}\right)=\omega(1, t)=\int_{0}^{1}(\beta x(\rho, t)-\mu) \mathrm{d} \rho
$$

which is bounded by

$$
-\mu \leq \int_{0}^{1}(\beta x(\rho, t)-\mu) \mathrm{d} \rho \leq(\beta+\mu) .
$$

Therefore,

$$
e^{-\mu t} \leq\left(V(t)-V_{*}\right) \leq e^{(\beta+\mu) t} .
$$

## 4. Explicit solution

In Section 3, we have proved the global existence and uniqueness of the solution to the system (8)-(10). The existence and uniqueness do not give much information on the property of a solution, particularly, the behaviour of a solution during periods of finite times. It is to our interest to understand how the solutions behave during periods of finite times and their asymptotic behaviours. Fortunately, we can obtain explicit solutions after some transformation of variables. In this section, we will solve the system explicitly.

At the end of Section 2, we have transformed the original system to the system (6):

$$
\begin{cases}\frac{\partial x(s, t)}{\partial t}+\omega(s, t) \frac{\partial x(s, t)}{\partial s}=\beta x(s, t)(K-x(s, t)), & V_{*} \leq s \leq V(t), t \geq 0, \\ \frac{\partial \omega(s, t)}{\partial s}=\beta x(s, t)-\mu, & V_{*} \leq s \leq V(t), t \geq 0, \\ \omega\left(V_{*}, t\right)=0, & t \geq 0, \\ \frac{\mathrm{~d} V(t)}{\mathrm{d} t}=\omega(V(t), t), & t \geq 0,\end{cases}
$$

with the initial conditions: $V(0)=V_{0}, x(s, 0)=\varphi(s)$, for $V_{*} \leq s \leq V_{0}$. Similar to the approach in Section 3, we define the 'characteristic' curve of the first equation in the system (6),

$$
\begin{equation*}
\gamma=\gamma(s, t), \quad V_{*} \leq s \leq V_{0}, t \geq 0, \tag{26}
\end{equation*}
$$

which satisfies:

$$
\begin{cases}\frac{\mathrm{d} \gamma(s, t)}{\mathrm{d} t}=\omega(\gamma(s, t), t), & V_{*} \leq s \leq V_{0}, t \geq 0,  \tag{27}\\ \gamma(s, 0)=s, & V_{*} \leq s \leq V_{0} .\end{cases}
$$

Since $\omega(s, t)$ is continuous in ( $s, t$ ) and continuously differentiable in $\gamma$, these curves are uniquely defined, satisfying $V_{*}<\gamma(s, t)<V(t)$ for $V_{*}<s<V_{0}, t \geq 0$, and $\quad \gamma\left(V_{*}, t\right)=V_{*}, \quad \gamma\left(V_{0}, t\right)=V(t) \quad$ for $\quad t \geq 0$. Setting $\quad \hat{x}(s, t):=x(\gamma(s, t), t)$, $\hat{\omega}(s, t):=\omega(\gamma(s, t), t)$, the system (6) reduces to

$$
\begin{cases}\frac{\partial \hat{x}(s, t)}{\partial t}=\beta \hat{x}(s, t)(K-\hat{x}(s, t)), & V_{*} \leq s \leq V_{0}, t \geq 0  \tag{28}\\ \frac{\partial \hat{\omega}(s, t)}{\partial s}=(\beta \hat{x}(s, t)-\mu) \frac{\partial \gamma(s, t)}{\partial s}, & V_{*} \leq s \leq V_{0}, t \geq 0 \\ \frac{\mathrm{~d} \gamma(s, t)}{\mathrm{d} t}=\hat{\omega}(s, t), & V_{*} \leq s \leq V_{0}, t \geq 0\end{cases}
$$

with the initial conditions $\hat{x}(s, 0)=x(s, 0)=\varphi(s)$ for $V_{*} \leq s \leq V_{0}$.
The first equation of the system (28) is a logistic equation, which has a standard solution

$$
\hat{x}(s, t)= \begin{cases}\frac{K \varphi(s) e^{\beta K t}}{K+\varphi(s)\left(e^{\beta K t}-1\right)}, & \text { if } K \neq 0  \tag{29}\\ \frac{\varphi(s)}{\varphi(s) \beta t+1}, & \text { if } K=0\end{cases}
$$

Combining the second and the third equations in the system (28), we get an ordinary differential equation of $\frac{\partial \gamma}{\partial s}(s, t)$,

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t}\left(\frac{\partial \gamma(s, t)}{\partial s}\right)=(\beta \hat{x}(s, t)-\mu) \frac{\partial \gamma(s, t)}{\partial s} \\
\frac{\partial \gamma(s, 0)}{\partial s}=1
\end{array}\right.
$$

which has the solution

$$
\frac{\partial \gamma(s, t)}{\partial s}=\exp \left(\int_{0}^{t}(\beta \hat{x}(s, \rho)-\mu) \mathrm{d} \rho\right) .
$$

Hence

$$
\begin{equation*}
\gamma(s, t)=V_{*}+\int_{V_{*}}^{s} \exp \left(\int_{0}^{t}(\beta \hat{x}(\sigma, \rho)-\mu) \mathrm{d} \rho\right) \mathrm{d} \sigma, \tag{30}
\end{equation*}
$$

where $\hat{x}(s, t)$ is given by the formula (29). Since $\frac{\partial \gamma(s, t)}{\partial s}=\exp \left(\int_{0}^{t}(\beta \hat{x}(s, \rho)-\mu) d \rho\right)>0$, we can solve the inverse of $\gamma(s, t)$ for fixed $t$. Denote the inverse of $\gamma(s, t)$ by $\eta(s, t)$. It follows that

$$
\left\{\begin{array}{l}
x(s, t)=\hat{x}(\eta(s, t), t), \\
\omega(s, t)=\int_{V_{*}}^{s}(\beta x(\sigma, t)-\mu) \mathrm{d} \sigma .
\end{array}\right.
$$

The free boundary is given by

$$
\begin{align*}
& V(t)=\gamma\left(V_{0}, t\right)=V_{*}+\int_{V_{*}}^{V_{0}} \exp \left(\int_{0}^{t}(\beta \hat{x}(\sigma, \rho)-\mu) \mathrm{d} \rho\right) \mathrm{d} \sigma \\
& R(t)=\sqrt[3]{V(t)}=\sqrt[3]{R_{*}^{3}+\int_{R_{*}^{3}}^{R_{0}^{3}} \exp \left(\int_{0}^{t}(\beta \hat{x}(\sigma, \rho)-\mu) \mathrm{d} \rho\right) \mathrm{d} \sigma} \tag{31}
\end{align*}
$$

where $\hat{x}(s, t)$ is calculated by formula (29).
In order to solve the system, we assumed $\alpha$ to be a constant. If $\alpha$ is a step function, the solution can be given piece-wise by applying the formula (29) piece by piece. Let $\alpha(t)=\alpha_{i}, t \in\left[t_{i-1}, t_{i}\right), i=1,2, \ldots, n, \hat{x}_{0}(s, 0):=\varphi(s), K_{i}:=\frac{\alpha_{i}+\mu}{\beta}$, then the solution in (29) changes to $\hat{x}(s, t)=\hat{x}_{i}(s, t), t \in\left[t_{i-1}, t_{i}\right), i=1,2, \ldots, n$, where

$$
\hat{x}_{i}(s, t)= \begin{cases}\frac{K_{i} \hat{x}_{i-1}\left(s, t_{i-1}\right) e^{\beta K_{i}\left(t-t_{i-1}\right)}}{K_{i}+\hat{x}_{i-1}\left(s, t_{i-1}\right)\left(e^{\beta K_{i}\left(t-t_{i-1}\right)}-1\right)}, & \text { if } K_{i} \neq 0 ;  \tag{32}\\ \frac{\hat{x}_{i-1}\left(s, t_{i-1}\right)}{\hat{x}_{i-1}\left(s, t_{i-1}\right) \beta\left(t-t_{i-1}\right)+1}, & \text { if } K_{i}=0,\end{cases}
$$

whereas the formula (31) will also be given piece by piece.
Here we look at several interesting cases or applications of this explicit solution. First, we look at how tumour regrows after the surgical resection without any treatment. In this case, $K=\frac{\lambda+\mu-\delta}{\lambda+\mu}$, where $\lambda$ is the tumour cell proliferation rate, $\delta$ is the death rate of tumour cells (the rate at which the tumour cells becomes necrotic), $\mu$ is the removal rate of necrotic cells.

When $K=0$, that is, $\delta=\lambda+\mu$, the growth of the tumour radius $R(t)$, or scaled volume $V(t)=R^{3}(t)$ will follow the following curve:

$$
V(t)=\left(\beta \int_{V_{*}}^{V_{0}} \varphi(s) \mathrm{d} s\right) e^{-\mu t} t+V_{0} e^{-\mu t}+V_{*}\left(1-e^{-\mu t}\right) .
$$

From this expression, we find there is a time $T$, approximately $T=\frac{1}{\mu}$, such that the tumour radius will increase before $T$ and decrease after it. When time goes to infinity, the tumour shrinks to the size $V_{*}$.

When $K \neq 0$, we have

$$
\begin{equation*}
V(t)=V_{0}+\frac{\left(e^{\beta K t}-1\right) e^{-\mu t}}{K} \int_{V_{*}}^{V_{0}} \varphi(s) \mathrm{d} s \tag{33}
\end{equation*}
$$

Since $\int_{V_{*}}^{V_{0}} \varphi(s) \mathrm{d} s$ is a constant, the growth of the radius depends on $\frac{\left(e^{\beta K K_{t}}-1\right) e^{-\mu t}}{K_{\mu t}}$. Substituting original parameters, we have $\left(e^{\beta K t}-1\right) e^{-\mu}{ }^{t}=e^{(\beta K-\mu) t}-e^{-\mu t}=$ $e^{(\lambda-\delta) t}-e^{-\mu t}$. Hence, if $\lambda>\delta$, the tumour will grow infinitely. If $\lambda<\delta$, the
tumour will shrink to the size $V_{0}$. If $\lambda=\delta$, the tumour radius will reach a stationary solution

$$
V_{s}=V_{0}+\frac{\lambda+\mu}{\mu} \int_{V_{*}}^{V_{0}} \varphi(s) \mathrm{d} s .
$$

Second, we consider radiotherapy and chemotherapy. After the surgical resection, the patient has to rest for a period of time, usually 6 weeks, and is then treated by radiotherapy and chemotherapy. Set the rest period to be $0 \leq t \leq t_{1}$. Then, the tumour grows from $V_{0}$ to $V\left(t_{1}\right)$, where $V\left(t_{1}\right)$ is given by (33) at $t=t_{1}$, or explicitly

$$
V\left(t_{1}\right)=V_{0}+\frac{(\lambda+\mu)\left(e^{(\lambda-\delta) t_{1}}-e^{-\mu t_{1}}\right)}{\lambda+\mu-\delta} \int_{V_{*}}^{V_{0}} \varphi(s) \mathrm{d} s
$$

Let the treatment period of radiotherapy with chemotherapy be $t_{1} \leq t \leq t_{2}$, then the tumour growth follows

$$
\begin{equation*}
V(t)=V_{0}+\frac{(\lambda+\mu)\left(e^{(\lambda-\delta-A-B) t}-e^{-\mu t}\right)}{\lambda+\mu-\delta-A-B} \int_{V_{*}}^{V_{0}} \varphi(s) \mathrm{d} s, \quad t_{1} \leq t \leq t_{2} . \tag{34}
\end{equation*}
$$

Let the treatment period of chemotherapy be $t_{2} \leq t \leq t_{3}$, then the tumour growth follows

$$
\begin{equation*}
V(t)=V_{0}+\frac{(\lambda+\mu)\left(e^{(\lambda-\delta-B) t}-e^{-\mu t}\right)}{\lambda+\mu-\delta-B} \int_{V_{*}}^{V_{0}} \varphi(s) \mathrm{d} s, \quad t_{2} \leq t \leq t_{3} . \tag{35}
\end{equation*}
$$

These solutions clearly give the tumour growth pattern in any finite period of time. They provide some information for treatments. We will discuss this issue in the next section.

## 5. Numerical validation and discussion

### 5.1. Numerical validation

The analytical solution derived in this article has been thoroughly validated by numerical simulation results. A typical set of results are presented in Figure 1, where we compare the analytical and numerical solutions in three different cases, depending on the choice of the parameters $A$ and $B$ (Equation (5)). The parameter values and initial conditions are taken from [6], specifically, $\lambda=0.02, \delta=0.0189$ and $\mu=1 / 72$. The initial number density of tumour cells is $x(r, 0)=c \theta$ with $c=0.9$. The initial outer radius of the tumour is $R_{0}=20$ and the inner radius (which measures the residual tumour after resection) is $R_{*}=18$. The following three choices of $A$ and $B$ are numerically investigated in [6], and also examined here:
(1) $A=0, B=0$. Neither radiotherapy nor chemotherapy is applied.
(2) $A=1, B=0$. Only radiotherapy is applied at regular strength.
(3) $A=1, B=0.03$. Both therapies are applied at regular strength.

In each case, we compare our analytical solution of $R(t)$ to the numerical solution obtained by numerically simulating the free boundary problem $(3,5)$. Note that in Cases 2 and $3, \alpha(t)$ is a step function and the analytical solution of $R(t)$ is provided by the piecewise form of Equation (31). Figure 1 clearly shows that the analytical and numerical solutions perfectly match each other in all the three cases.


Figure 1. Comparison between the analytical solution of $R(t)$, given in Equation (31), and the numerical solution of $R(t)$, obtained by simulating the free boundary problem (3,5). (a) $A=0$, $B=0$; (b) $A=1, B=0$; (c) $A=1, B=0.03$. Results show that the analytical and numerical solutions exactly match each other in all the three cases.

### 5.2. Discussion

In the proof of the local existence and uniqueness of the solution, we define the backward characteristic curve when a pair $(V(t), x(s, t))$ is given. The curve is defined in terms of $V(t)$ and $x(s, t)$. Then the system can be solved along the characteristic curve. To obtain the explicit solution, we also define a 'characteristic' curve in a similar way. However, this curve is a part of the solution. It is actually a domain transformation. One may be tempted to think that the existence of the
solution can be proven under this transformation. However, it turns out that such an idea is not easy to work out. Since we prove the global existence and uniqueness of the solution by a different way in Section 2, it is safe to use any transformation in order to find the solution.

There is an interesting feature of the solution. Observing the solution formula, we see that the dependent domain of $\hat{x}(s, t)$ is one point $\{s\}$ and the dependent domain of $\gamma(s, t)$, as calculated by the formula (30), is the interval [ $\left.V_{*}, s\right]$; hence the dependent domain of the tumour radius $R(t)$, or $V(t)$, is the interval [ $V_{*}, V_{0}$ ]. Therefore, if we extend the domain of $\varphi(s)$ from [ $V_{*}, V_{0}$ ] to $\left[V_{*},+\infty\right)$ by assigning arbitrary values to the extended part of $\varphi(s)$, the solution will not be affected.

Due to this property of the solution, the original free boundary problem can be reformulated as a fixed boundary problem defined on an infinite domain [ $V_{*}$, $+\infty) \times[0,+\infty)$ with a discontinuous initial condition. That is, the solution of the system (6) on its domain coincides with that of the following system:

$$
\begin{cases}\frac{\partial x(s, t)}{\partial t}+\omega(s, t) \frac{\partial x(s, t)}{\partial s}=\beta x(s, t)(K-x(s, t)), & V_{*} \leq s, t \geq 0,  \tag{36}\\ \frac{\partial \omega(s, t)}{\partial s}=\beta x(s, t)-\mu, & V_{*} \leq s, t \geq 0, \\ \omega\left(V_{*}, t\right)=0, & t \geq 0, \\ \frac{\mathrm{~d} V(t)}{\mathrm{d} t}=\omega(V(t), t), & t \geq 0,\end{cases}
$$

with the initial conditions: $V(0)=V_{0}, x(s, 0)=\psi(s)$, for $V_{*} \leq s$, where

$$
\psi(s)= \begin{cases}\varphi(s), & s \leq V_{0}  \tag{37}\\ 0, & s>V_{0} .\end{cases}
$$

For the hyperbolic free boundary problem obtained by the mass conversation law where the free boundary moves only because of the expansion of the inside mass, this property of the solution seems true. Conceptually, we can change this type of free boundary problem to a fixed boundary problem. Moreover, the methods developed in this article can be used in the analysis of more general free boundary problems.

We now discuss some biological significance of our solutions. Based on the solution (33) where there is no treatment after the surgical resection, if tumour cell proliferation rate $\lambda$ is greater than the tumour cell death rate $\delta$, the tumour will grow until the patient dies. If the tumour cell proliferation rate $\lambda$ is smaller than the tumour cell death rate $\delta$, the tumour will shrink, and the patient survives. If the the tumour cell proliferation rate $\lambda$ is equal to the tumour cell death rate $\delta$, the tumour will grow to a certain size and then stop growing, so that it reaches a stationary state. This threshold phenomenon is biologically reasonable. Unfortunately, the tumour cell proliferation rate $\lambda$ is always greater than the tumour cell death rate $\delta$ in reality; otherwise, there will be no tumour. According to solution (34), the tumour is treated by the combined radiotherapy and chemotherapy after the tumour regrows to a size of $V\left(t_{1}\right)$. Theoretically, we can make the combined parameter $\lambda-\delta-A-B$ as small as we want by increasing $A$ and $B$. This means, we need to increase the strength of the radiotherapy and chemotherapy. Within the tolerable toxicity of these therapies, $\lambda-\delta-A-B$ may be negative. It is obvious that the longer the tumour is treated by the combined radiotherapy and chemotherapy, the more the tumour cells are killed.

However, the radiotherapy cannot be applied too long because of its side effects and toxicity. Then, the chemotherapy has to be applied individually as the solution (35) shows. It may be the case where the density of tumour cells drops to such a low level that is beyond the detection after these treatments. A condition on which the tumour could be eradicated is $\lambda<\delta+B$, and then it is automatically true that $\lambda<\delta+A+B$. Since these are the parameters of exponential functions, there is no guarantee that all tumour cells are killed with a period of finite time. However, these solutions can be used to compute the survival time when different protocols of radiotherapy and chemotherapy are applied.
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